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FlowSteer: Interactive Agentic Workflow Orchestration via
End-to-End Reinforcement Learning

Anonymous Authors1

Abstract
In recent years, a variety of powerful agentic
workflows have been applied to solve a wide range
of human problems. However, existing workflow
orchestration still faces key challenges, includ-
ing high manual cost, reliance on specific opera-
tors/large language models (LLMs), and sparse
reward signals. To address these challenges, we
propose FlowSteer, an end-to-end reinforcement
learning framework that takes a lightweight pol-
icy model as the agent and an executable can-
vas environment, automating workflow orches-
tration through multi-turn interaction. In this
process, the policy model analyzes execution
states and selects editing actions, while the can-
vas executes operators and returns feedback for
iterative refinement. Moreover, FlowSteer pro-
vides a plug-and-play framework that supports di-
verse operator libraries and interchangeable LLM
backends. To effectively train this interaction
paradigm, we propose Canvas Workflow Relative
Policy Optimization (CWRPO), which introduces
diversity-constrained rewards with conditional
release to stabilize learning and suppress short-
cut behaviors. Experimental results on twelve
datasets show that FlowSteer significantly outper-
forms baselines across various tasks. Our code
is available at https://anonymous.4open.
science/r/FlowSteer-9B2E.

1. Introduction
In recent years, a variety of powerful agentic systems
have been applied to solve a wide range of human prob-
lems (Ruan et al., 2023; Shen et al., 2023; Hong et al., 2024),
gradually moving beyond single-turn question answering
(QA) toward executable end-to-end task completion. In this
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Figure 1. Overview of the FlowSteer framework pipeline. The
agent first initializes with the task and explores the search space.
Then, through multi-turn interaction with the canvas, it analyzes
workflow states, selects editing actions, and receives execution
feedback to iteratively build and refine the workflow. Finally, the
agent learns from diversity-constrained rewards to continuously
improve its workflow orchestration strategies across diverse tasks.

process, workflow orchestration has become a key bridge
from task goals to reproducible execution: by organizing
operators into an executable workflow graph, systems can
complete complex tasks with improved controllability, de-
buggability, and reusability (Zeng et al., 2023; Qian et al.,
2024), as shown in Figure 1. However, in practice, workflow
construction still heavily relies on manual drag-and-drop
and rule-based configuration (Li et al., 2025a), making it
costly to transfer across new tasks, new operator libraries,
new model backends, or different application domains.

To address these issues, three main paradigms of workflow
orchestration have emerged, as shown in Figure 2. First,
static workflow selection retrieves pre-defined workflows
from a library based on task similarity (Wang et al., 2024).
Second, offline workflow generation trains policy models
via supervised fine-tuning (SFT) or group relative policy
optimization (GRPO) (Shao et al., 2024a) to generate work-
flows. Third, automated workflow optimization—such as
AFlow (Zhang et al., 2024a), GPTSwarm (Zhuge et al.,
2024), and LATS (Zhou et al., 2023)—combines search and
execution feedback to iteratively improve workflow struc-
tures.

However, these methods still face several challenges: (i)
High manual/heuristic dependence—rules and templates
require continual maintenance and are often tightly cou-
pled to specific scenarios, limiting reuse and generaliza-
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Figure 2. Comparison of different workflow orchestration paradigms: static workflow selection, offline workflow generation, automated
workflow optimization, and our interactive workflow orchestration framework FlowSteer.

tion (Schick et al., 2023; Wang et al., 2024); (ii) Opera-
tor/backend lock-in (path lock-in)—existing approaches
tend to rely on fixed operators or a single strong large lan-
guage model (LLM) backend, making it difficult for a policy
model to compose operators in a plug-and-play manner, so
performance and robustness drop sharply when the operator
library or backend environment changes (Yao et al., 2023;
Zhou et al., 2024); (iii) Sparse and unstable learning sig-
nals—training with only terminal correctness rewards can
lead to shortcut behaviors (e.g., premature termination and
oversimplified graphs) and reward hacking, and may fur-
ther suffer from intra-group advantage collapse, making
long-horizon credit assignment unstable (Yu et al., 2025;
DeepSeek-AI, 2025).

To address these challenges, we propose FlowSteer, an end-
to-end reinforcement learning (RL)–enhanced framework
for workflow orchestration that supports plug-and-play de-
ployment across different operator libraries and interchange-
able LLM backends. In our framework, a lightweight policy
model acts as an agent that selects and revises compositions
of operators within an executable Workflow Canvas environ-
ment. The canvas executes the selected nodes and returns
execution traces and feedback, enabling the policy to learn
transferable and diverse orchestration strategies from real
execution loops. We further design a diversity-constrained
reward and a conditionally released answer-based reward to
jointly improve workflow structure quality and task correct-
ness.Overall, FlowSteer provides a low-cost, transferable,
training-stable, and scalable paradigm for automated orches-
tration of agentic workflows across diverse tasks.

We evaluate FlowSteer on three task categories: QA, math-
ematical reasoning, and code generation. Experimental
results demonstrate that FlowSteer enhances both genera-
tion quality and reasoning accuracy through its RL-driven
multi-turn workflow interaction framework, surpassing base-
lines and existing methods, as shown in Figure 2. Beyond

strengthening the reasoning capabilities of large-scale LLM
backends, FlowSteer also improves the performance of
smaller-scale LLMs, while reducing token consumption
and interaction turns through more efficient orchestration
strategies. Furthermore, FlowSteer can adapt across diverse
task types without task-specific fine-tuning, demonstrating
broad adaptability and strong practical potential.

2. Related Work
Agent Workflows. Before the rise of LLM agents, work-
flow automation was largely rule- or template-driven, with
operators and control flow specified by hand. In the era
of LLM agents, agent workflows improve long-horizon
reliability via a plan–act–feedback loop (Erdogan et al.,
2025; Shang et al., 2025; Hong et al., 2024). Existing
studies can be grouped into three lines: single-agent de-
cision making, which models tool use as sequential deci-
sions (Erdogan et al., 2025) or interleaved reasoning and
acting (Yang et al., 2025); orchestration, which uses LLM
controllers for tool/model routing (Shang et al., 2025) or
constrained application programming interface (API) plan-
ning to ground intent (Wang et al., 2024); and multi-agent
collaboration, which relies on standard operating procedures
(SOPs)/roles (Hong et al., 2024) or cross-team orchestra-
tion (Du et al., 2025). For sustained capability, agentic tool
reasoning (Wu et al., 2025) and reusable workflow memory
further improve efficiency (Wang et al., 2024), supporting
scalable automation in practice (Qian et al., 2024). In this
paper, we propose FlowSteer, an end-to-end RL framework
that learns workflow orchestration from executable canvas
feedback.

Reinforcement Learning for Agents. With recent progress
in RL for LLM-based agents, agent RL models interaction as
a long-horizon Markov decision process (MDP) (Zhou et al.,
2024). In hierarchical multi-turn RL, coupling value learn-
ing with token-level policy learning eases delayed credit
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Table 1. Operator library O and action space A in FlowSteer. Each row shows a category of operators, their outputs, action types, and the
corresponding graph update operations.

Category Operator o ∈ O Output Type Action Graph Update

Planning Plan, Decompose strategy, sub-problems Editing add Vt ← Vt−1 ∪ {v}
Solving Programmer, Custom, AnswerGen code, response, answer Editing delete Vt ← Vt−1 \ {v}
Verification Test, Review, Verify correct, feedback Editing modify op(v)← o′

Revision Revise revised solution Config set_prompt prompt(v)← p
Ensemble ScEnsemble, Aggregate voted, combined Terminal finish yq = Execute(GT , q)
Formatting Format final answer yq Control parallel, cond, loop branch/merge in Et

assignment (Zhou et al., 2024). For tool-chain control, step-
grained shaping (Yu et al., 2025) and outcome feedback im-
prove tool selection and self-correction (Feng et al., 2025).
When retrieval is treated as an action, search rollouts learn
think-then-search behaviors (Jin et al., 2025). Moreover,
large-scale RL motivates GRPO-style objectives based on
verifiable or group-relative signals (DeepSeek-AI, 2025;
Shao et al., 2024a).

3. Preliminaries
Definition 1: Workflow Graph. A workflow graph is
a directed acyclic graph G = (V,E, attr), where V =
{v1, . . . , vn} is a set of n operator nodes, E ⊆ V × V en-
codes data dependencies and execution order, and attr(v) =
(op(v),param(v), prompt(v)) specifies the operator type
from library O, parameter configuration, and execution
prompt for each node v ∈ V in the workflow.

Definition 2: Orchestration Trajectory. An orchestration
trajectory is a complete sequence of T interaction steps that
uniquely determines a workflow graph Gτ :

τ = {(athinkt , at, o
exec
t )}Tt=1 ⇒ Gτ , (1)

where athinkt denotes the reasoning reflection at step t, at =
(αt, a

out
t ) is the editing action with type αt ∈ Atype and

content aoutt , and oexect is the execution feedback from the
canvas environment. The complete definitions of operators
and actions are summarized in Table 1.

Problem Statement. Given a task q ∈ DQ, an operator
library O, and a pluggable backend LLM Mbackend, the
workflow orchestration problem aims to learn a policy πθ
that generates trajectory τ . The corresponding workflow Gτ
is then executed to produce the answer:

yq = Execute(Gτ , q,Mbackend). (2)

The overall learning objective is to maximize expected re-
ward over the task distribution:

max
θ
J (θ) = Eq∼DQ

Eτ∼Pθ(·|q) [R(τ)] , (3)

where Pθ(τ | q) is the trajectory distribution induced by
policy πθ, andR(τ) is the trajectory-level reward measuring
both structural quality and answer correctness.

4. Methodology: FlowSteer
As illustrated in Figure 3, this section introduces the Flow-
Steer framework, including Workflow Canvas and agent
initialization (Section 4.1), workflow orchestration via multi-
turn interaction (Section 4.2), and outcome-directed end-to-
end reinforcement learning (Section 4.3).

4.1. Workflow Canvas and Agent Initialization

FlowSteer follows a ReAct-based agent paradigm (Yao et al.,
2023), where a lightweight policy model (Flow-Director)
interacts with an executable canvas environment (Workflow
Canvas) to construct the workflow graph G (Definition 1).
We define the canvas environment, operator library, action
space, state space, and orchestration target.

Workflow Canvas C. The Workflow Canvas is the envi-
ronment that maintains the workflow graph state Gt and
provides executable feedback at each orchestration step:

C = (Gt,O,Mbackend, d
lib), (4)

where Gt = (Vt, Et, attr) is the workflow graph at step t,
O = {o1, . . . , oK} is the operator library with K operators,
Mbackend is the pluggable LLM backend, and dlib is the
operator library description that enables the policy to learn
available operators.

Operator LibraryO and Action SpaceA. As summarized
in Table 1, we employ 12 functional operators organized
into six categories (planning, solving, verification, revision,
ensemble, and formatting), along with control structures
(parallel, conditional, loop). At each step t, the
agent generates a reflection athinkt that analyzes the current
state, followed by an editing action at = (αt, a

out
t ), where

the action type αt ∈ Atype covers node insertion, removal,
modification, prompt configuration, and termination. Or-
chestration terminates when αt = finish.

State Space S. The agent state Ht ∈ S is defined by
its complete interaction history. Given task q, operator
description dlib, and template atmpl, the initial state isH0 =
[q⊕dlib⊕atmpl], where⊕ denotes sequence concatenation.
The state updates as:

Ht = Ht−1 ⊕ (athinkt , at, o
exec
t ). (5)

3
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Figure 3. An overview of the FlowSteer framework. The policy model (Flow-Director) interacts with Workflow Canvas through multi-turn
interactions and learns from diversity-constrained rewards via CWRPO.

Orchestration Target. The agent interacts with canvas C
until reaching finish or maximum turns Tmax. Following
Definition 2, the complete trajectory τ determines workflow
Gτ , and the answer is obtained via execution (Eq. 2).

Proposition 1. The operator-action space (O,A) covers
diverse workflow patterns across task types through canvas-
grounded orchestration.

Proof. We provide experimental results in Section 5.2 and
Section 5.3, and theoretical proofs in Appendix B.1.

4.2. Workflow Orchestration via Multi-Turn Interaction

Building on the canvas C and state H0 defined above, we
model workflow orchestration as a multi-turn interaction
between policy πθ (Flow-Director) and canvas C (Workflow
Canvas) to iteratively construct the workflow. The interac-
tion follows the prompt template shown in Table 2.

Modeling the Step-wise Orchestration Policy. Each
turn submits one atomic editing action, decomposing long-
horizon planning into checkable and repairable local de-
cisions. At each step t, Flow-Director outputs reflection
athinkt and editing action at, modeled as a hierarchical pol-
icy conditioned on history Ht−1:

πθ(a
think
t , at | Ht−1) = πθ(a

think
t | Ht−1) (6)

· πθ(αt | athinkt , Ht−1) · πθ(aoutt | αt, a
think
t , Ht−1).

Canvas-Feedback-Driven Workflow Interaction. Given
action at from Flow-Director, the Workflow Canvas ex-

ecutes the action and returns feedback oexect , forming an
iterative closed-loop of “diagnose-edit-verify”. This inter-
action comprises three stages: (i) Action Execution and
Feedback Generation. The canvas performs syntax pars-
ing and constraint checking, then generates feedback oexect

including action success status, failure reasons, and repair
suggestions:

oexect ∼ Cexec(· | Gt−1, at), (7)

where Cexec denotes the canvas feedback distribution. (ii)
State Update and History Accumulation. The canvas updates
the workflow graph (see Table 1 for update operations) and
the state evolves via Eq. 5:

Gt = Update(Gt−1, at, o
exec
t ). (8)

(iii) Iterative Correction until Termination. Flow-Director
continues decision-making based on Ht until αt =
finish or t = Tmax, enabling error discovery and repair
without manual rules. Trajectory Distribution and Op-
timization. Following Definition 2, a complete trajectory
τ records the interaction from initialization to termination.
The trajectory distribution is jointly determined by the pol-
icy and environment:

Pθ(τ) =

T∏
t=1

[
πθ(a

think
t , at | Ht−1)

· Cexec(oexect | Gt−1, at)
]
, (9)

where only πθ is optimized. The training objective follows
Eq. 3, with R(τ) detailed in Section 4.3.

4
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You are building a workflow step by step to solve the problem. In each turn, output EXACTLY ONE XML action
(add/delete/modify/set_prompt/finish or a structure action). The goal is to build a reliable workflow, not a single-shot
answer. Keep your thinking brief and focus on choosing the next action, not solving the whole problem yourself. Let the operators
do the computation. Proceed step by step with the following rules: <think> (brief reasoning for the current state and next action)
</think> <action> (exactly one editing action with operator/target) </action> After the first step, in each interaction with the canvas,
write: <think> (your reasoning based on the <feedback>...</feedback> from canvas) </think> <action> (new action to extend or refine
the workflow) </action> Each <action> must build on what came before. Let the content of the workflow evolve naturally (for example:
plan → programmer → verify → format). Continue producing think within <think>...</think> and action within <action>...</action>
until the workflow is complete. Once the workflow is ready, write: <think> (final check that Format operator is added) </think>
<action>finish</action> Task: {task}.

Table 2. The system prompt template utilized by Flow-Director to interact with the Workflow Canvas.

Proposition 2. The canvas-feedback-driven multi-turn in-
teraction replaces manual configuration, improving orches-
tration efficiency and reliability.

Proof. We provide experimental results in Section 5.5 and
theoretical proofs in Appendix B.2.

4.3. Outcome-Directed End-to-End Reinforcement
Learning

To optimize policy πθ toward generating well-structured
workflows, we propose Canvas Workflow Relative Policy
Optimization (CWRPO), which optimizes through multi-
turn agent-canvas interactions.

CWRPO Objective JCWRPO(θ). Given task q ∈
DQ, the agent interacts with canvas C to generate a
group of N trajectories {τi}Ni=1, where each τi =

{(athink,(i)t , a
(i)
t , o

exec,(i)
t )}Tt=1. The CWRPO objective is:

JCWRPO(θ) = E

[
1

N

N∑
i=1

1

|τi|mask

|τi|∑
t=1

mask
(i)
t (10)

·min
(
ρ
(i,t)
θ Âi, clip(ρ

(i,t)
θ , 1±ϵ)Âi

)
− βDKL(πθ∥πref)

]
,

where the importance ratio is defined as:

ρ
(i,t)
θ =

πθ(a
think,(i)
t , a

(i)
t | H

(i)
t−1)

πθold(a
think,(i)
t , a

(i)
t | H

(i)
t−1)

, (11)

which measures the ratio between current policy πθ and
behavior policy πθold used for trajectory sampling, and the
normalized advantage Â(τi) = (R(τi) − µsrc)/(σsrc + ϵ)
uses within-group statistics (Shao et al., 2024a) µsrc, σsrc
partitioned by data source. The mask mask

(i)
t ∈ {0, 1} is

set to 1 for policy-generated tokens and 0 for environment
feedback, ensuring gradients only affect policy decisions;
|τi|mask is the masked token count. The clip(·) operator
stabilizes updates (Schulman et al., 2017), and the KL term
regularizes toward reference πref with strength β.

Outcome-directed Reward Function R(τ). We decom-
pose the reward into diversity constraint Rdiversity(τ) and
answer reward Ranswer(τ), encouraging both structural re-
liability and answer correctness. (i) Diversity Constraint
Reward. This ensures workflows possess necessary struc-
tural “skeleton”:

Rdiversity(τ) = min
(
1.0, Rchecker +Rformat

+Roperator +Rcontrol

)
, (12)

where Rchecker encourages verification operators, Rformat

encourages formatting operators, Roperator requires mini-
mum operator count, and Rcontrol encourages control struc-
tures. These components jointly ensure structural complete-
ness for reliable workflow execution. Component weights
are detailed in Appendix C.1. (ii) Answer Reward. This
measures semantic correctness between execution output yq
(obtained via Eq. 2) and ground-truth y∗q :

Ranswer(τ) = Evaluate(yq, y
∗
q , type(q)), (13)

where type(q) indicates the task type for metric selection,
such as exact match for QA, pass rate for code generation,
and accuracy for math reasoning. (iii) Overall Outcome
Reward. The total reward employs conditional release, using
diversity as prerequisite for answer reward:

R(τ) = −1.0 +Rdiversity(τ)

+ I{Rdiversity(τ) = 1.0} ·Ranswer(τ), (14)

where I{·} is the indicator function that implements a
curriculum-like gating mechanism. When Rdiversity < 1.0,
the answer reward is not released, prompting the policy to
first construct qualified skeletons; when Rdiversity = 1.0,
the answer reward is released, shifting focus to correctness
and suppressing shortcut behaviors.

Proposition 3. The diversity constraint and conditional
release mechanism stabilize learning signals and suppress
shortcut behaviors.

Proof. We provide experimental results in Section 5.5 and
Section 5.6, and theoretical proofs in Appendix B.3.
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Baseline SFT GRPO AFlow Agent+RL (4o-mini) Ours (4o-mini)

Dataset Metric Qwen3-8B 4o-mini Qwen3-8B Qwen3-8B 4o-mini Agentflow Router-R1 Orchestrator FlowSteer (∆ ↑)

GSM8K Acc. 91.41±0.4 92.97±0.6 92.19±0.3 92.97±0.8 94.53±0.5 93.75±0.7 94.01±0.4 93.94±0.9 96.09 (+3.12)
MATH Acc. 66.41±0.7 60.94±0.5 61.72±0.9 68.75±0.4 70.31±0.8 71.87±0.6 76.56±0.3 72.26±0.5 81.25 (+20.31)

HotPotQA EM 67.19±0.8 63.28±0.4 70.31±0.6 59.38±0.7 68.75±0.3 67.19±0.9 72.00±0.5 67.97±0.4 78.12 (+14.84)
F1 74.05±0.3 73.03±0.8 75.25±0.5 64.95±0.6 77.90±0.7 77.88±0.4 79.84±0.6 75.61±0.8 84.98 (+11.95)

SQuAD v2 EM 54.69±0.6 47.66±0.7 73.44±0.4 66.41±0.5 73.44±0.9 64.06±0.3 59.84±0.8 70.34±0.7 78.12 (+30.46)
F1 61.54±0.5 59.42±0.6 77.31±0.8 72.00±0.4 82.41±0.3 72.45±0.9 65.29±0.5 75.24±0.6 83.67 (+24.25)

MBPP Pass@1 63.28±0.4 64.84±0.9 57.03±0.6 77.34±0.8 83.20±0.4 79.69±0.5 73.43±0.7 74.22±0.3 84.38 (+19.54)
HumanEval Pass@1 81.25±0.8 82.81±0.3 61.72±0.7 86.72±0.6 90.62±0.5 87.50±0.4 85.15±0.9 89.06±0.5 92.96 (+10.15)

Avg. EM 60.94±0.5 55.47±0.6 71.88±0.4 62.90±0.7 71.10±0.8 65.63±0.5 65.92±0.4 69.16±0.6 78.12 (+22.65)
F1 67.80±0.4 66.23±0.5 76.28±0.7 68.48±0.8 80.16±0.6 75.17±0.4 72.57±0.5 75.43±0.7 84.33 (+18.10)
Acc./Pass 75.59±0.6 75.39±0.4 68.17±0.8 81.45±0.5 84.67±0.7 83.20±0.6 82.29±0.3 82.37±0.4 88.67 (+13.28)

Table 3. Main results on reasoning and code generation benchmarks. “Baseline” uses the original model without fine-tuning. “SFT” and
“GRPO” apply supervised fine-tuning and group relative policy optimization on Qwen3-8B respectively. “AFlow” uses search-based
workflow generation. “Agent+RL” denotes reinforcement learning-based agent methods. All workflow methods use GPT-4o-mini as
backend.

5. Experiments
We evaluate FlowSteer through the following research ques-
tions (RQs): RQ1: Can FlowSteer outperform existing
workflow orchestration methods? RQ2: How does Flow-
Steer generalize to out-of-distribution benchmarks? RQ3:
How transferable is FlowSteer across different LLM back-
ends? RQ4: What are the contributions of core components
such as the multi-turn interaction paradigm and RL mod-
ules? RQ5: How does CWRPO compare against other RL
algorithms (GRPO, DAPO)?

5.1. Experimental Setup

Datasets. We evaluate FlowSteer on six in-distribution (IID)
benchmarks covering three task categories: (i) mathematical
reasoning (GSM8K (Cobbe et al., 2021), MATH (Hendrycks
et al., 2021b)), (ii) question answering (HotPotQA (Yang
et al., 2018), SQuAD v2 (Rajpurkar et al., 2018)), and
(iii) code generation (MBPP (Austin et al., 2021), Hu-
manEval (Chen et al., 2021)). To assess generaliza-
tion, we further test on six out-of-distribution (OOD)
benchmarks: TriviaQA (Joshi et al., 2017), NaturalQues-
tions (Kwiatkowski et al., 2019), MathQA (Amini et al.,
2019), AIME 2025, APPS (Hendrycks et al., 2021a), and
DS-1000 (Lai et al., 2023). More details of the datasets are
provided in Appendix D.

Baselines. We compare FlowSteer against the following
baselines: (i) direct LLM baselines (Qwen3-8B (Qwen
Team, 2025), GPT-4o-mini (OpenAI, 2024)), (ii) standard
fine-tuning methods (SFT, GRPO (Shao et al., 2024a)), (iii)
workflow-based methods (AFlow (Zhang et al., 2024a)), and
(iv) agent with RL methods (AgentFlow (Li et al., 2025b),
Router-R1 (Zhang et al., 2025), Orchestrator (Dang et al.,
2025)). More details are provided in Appendix E.

Evaluation Metrics. Following standard practice, we use

Exact Match (EM) and F1 score for question answering
tasks, Accuracy (Acc.) for mathematical reasoning tasks,
and Pass@1 for code generation tasks. More details of the
evaluation metrics are shown in Appendix F.

Implementation Details. We use Qwen3-8B (Qwen Team,
2025) as the policy model (Flow-Director), with GPT-4o-
mini (OpenAI, 2024) as the default workflow execution
backend. For transferability experiments, we also test GPT-
OSS-120B as an alternative backend. More implementation
details are illustrated in Appendix G.

5.2. Main Results (RQ1)

As illustrated in Table 3, FlowSteer achieves consistent im-
provements over the backend model (GPT-4o-mini) across
six IID benchmarks and outperforms multiple baseline cat-
egories. The largest improvements are observed on mathe-
matical reasoning datasets, while more stable performance is
achieved on QA tasks compared to other learning or search-
based methods. Strong Pass@1 results are also maintained
on code generation benchmarks. These results confirm the
broad applicability of FlowSteer and its ability to amplify
backend model capabilities in complex reasoning scenarios.

5.3. Generalization Results (RQ2)

As shown in Table 4, FlowSteer maintains overall superi-
ority over baseline methods across six OOD benchmarks,
with more stable improvement trends in question answering
and mathematical reasoning tasks. In comparison, directly
using large-scale LLM backends typically exhibits stronger
zero-shot capabilities but lacks transferable orchestration
strategies, while search-based workflow methods are prone
to efficiency limitations in OOD scenarios. These results
demonstrate that FlowSteer achieves robust cross-task and
cross-distribution improvements without task-specific fine-
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Baseline SFT GRPO AFlow Agent+RL (4o-mini) Ours (4o-mini)

Dataset Metric Qwen3-8B 4o-mini Qwen3-8B Qwen3-8B 4o-mini Agentflow Router-R1 Orchestrator FlowSteer (∆ ↑)

TriviaQA EM 60.16±0.5 71.09±0.8 60.94±0.4 59.38±0.6 73.44±0.7 75.00±0.3 75.78±0.9 77.36±0.5 79.69 (+8.60)
F1 69.17±0.9 81.40±0.4 69.88±0.6 69.23±0.5 82.50±0.8 81.47±0.7 80.43±0.3 83.23±0.6 84.11 (+2.71)

NaturalQuestions EM 39.84±0.6 39.84±0.5 46.09±0.8 43.75±0.4 42.97±0.9 45.70±0.7 49.22±0.6 50.00±0.3 54.69 (+14.85)
F1 50.75±0.4 51.42±0.9 53.40±0.5 53.24±0.8 49.92±0.6 55.98±0.4 52.79±0.5 55.41±0.7 62.56 (+11.14)

MathQA Acc. 75.00±0.8 79.69±0.4 61.71±0.7 60.15±0.6 83.59±0.3 82.81±0.9 80.47±0.5 82.03±0.4 88.67 (+8.98)
AIME 2025 Acc. 16.66±0.7 10.00±0.6 0.00±0.0 8.33±0.5 13.33±0.9 10.00±0.4 10.00±0.8 20.00±0.7 26.67 (+16.67)

APPS Pass@1 39.84±0.5 40.62±0.8 26.56±0.6 34.38±0.7 42.97±0.4 41.41±0.9 42.95±0.5 44.53±0.6 49.21 (+8.59)
DS-1000 Pass@1 34.38±0.6 45.31±0.5 25.78±0.8 38.28±0.4 53.91±0.7 46.88±0.5 42.97±0.9 51.56±0.6 58.59 (+13.28)

Avg. EM 50.00±0.4 55.47±0.6 53.52±0.5 51.57±0.7 58.21±0.8 60.35±0.4 62.50±0.6 63.68±0.5 67.19 (+11.72)
F1 59.96±0.5 66.41±0.4 61.64±0.8 61.24±0.6 66.21±0.5 68.73±0.7 66.61±0.4 69.32±0.6 73.34 (+6.93)
Acc./Pass 41.47±0.7 43.91±0.5 28.51±0.6 35.29±0.9 48.45±0.4 45.28±0.8 44.10±0.5 49.53±0.7 55.79 (+11.88)

Table 4. OOD generalization results on QA, math, and code benchmarks. “Baseline” uses the original model without fine-tuning. “SFT”
and “GRPO” apply supervised fine-tuning and group relative policy optimization on Qwen3-8B respectively. “AFlow” uses search-based
workflow generation. “Agent+RL” denotes reinforcement learning-based agent methods. All workflow methods use GPT-4o-mini as
backend.

(a) Radar charts on different backends

(b) Aggregated performance by task type

(c) Training dynamics
Figure 4. Transferability analysis of Flow-Director across LLM backends (RQ3). (a) Radar charts comparing six LLM backends
(DeepSeek-V3.2, Grok-4.1-Fast, GPT-5.2, Claude-Opus-4.5, Gemini-3-Flash, Qwen-Plus) across six IID benchmarks, showing perfor-
mance with and without Flow-Director trained on different backends. (b) Aggregated performance comparison across backends, grouped
by task type (math, QA, code), comparing base LLMs vs. Flow-Director trained with 4o-mini vs. oss-120b. (c) Training dynamics
showing F1 score, interaction turns, and operator counts over training steps for different backend configurations.

tuning of the backend LLM.

5.4. Transferability across LLM Backends (RQ3)

As shown in Figure 4, we evaluate the transferability of
Flow-Director across six LLM backends (DeepSeek-V3.2,
Grok-4.1-Fast, GPT-5.2, Claude-Opus-4.5, Gemini-3-Flash,
and Qwen-Plus-Latest). The radar charts in Figure 4(a)
show that FlowSteer yields consistent improvements across
all backends on IID benchmarks, with weaker baselines
benefiting more significantly. Figure 4(b) shows aggregated
OOD performance grouped by task type, where FlowSteer
maintains stable gains across math, QA, and code categories
regardless of the backend model. The training dynamics
in Figure 4(c) compare two training configurations: GPT-

4o-mini and locally deployed GPT-OSS-120B. While OSS-
120B achieves higher reward with more stable optimization,
both configurations show similar convergence trends in in-
teraction turns, indicating that zero-cost local models can
effectively replace API backends for training.

5.5. Ablation Study (RQ4)

As shown in Table 5, FlowSteer (Full) performs optimally
across all datasets, highlighting the synergy of multi-turn
interaction, executable feedback from Workflow Canvas,
and end-to-end RL optimization. Removing any component
significantly reduces performance, with RL most affected by
complex reasoning tasks such as math and code generation.
The canvas feedback has greater impact on QA tasks that
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Method IID OOD

GSM8K MATH HotPotQA SQuAD v2 MBPP HumanEval TriviaQA NQ MathQA AIME APPS DS-1000

Acc. Acc. EM F1 EM F1 Pass@1 Pass@1 EM F1 EM F1 Acc. Acc. Pass@1 Pass@1

w/o Agent 94.53 70.31 72.66 78.91 66.41 70.63 60.94 83.59 69.53 75.08 53.12 57.43 80.47 23.33 41.40 40.63
w/o Multi-turn 91.41 75.00 72.66 81.09 56.25 66.48 57.81 88.28 63.28 68.28 43.75 55.00 78.13 20.00 38.84 41.41
w/o Canvas 94.53 73.44 70.31 79.53 59.38 69.53 63.28 85.16 57.81 65.63 53.13 61.48 78.91 10.00 42.96 45.31
w/o RL 91.41 71.81 72.66 82.19 59.38 67.66 64.06 89.06 64.84 71.80 53.13 60.72 80.47 20.00 38.28 49.22
FlowSteer (Full) 96.09 81.25 78.12 84.98 78.12 83.67 84.38 92.96 79.69 84.11 54.69 62.56 88.67 26.67 49.21 58.59

Table 5. Ablation study of FlowSteer (GPT-4o-mini as backend) on twelve datasets, including FlowSteer (Full), without Flow-Director
agent (w/o Agent), without multi-turn interaction (w/o Multi-turn), without Workflow Canvas (w/o Canvas), and without reinforcement
learning (w/o RL).

(a) Token consumption (b) Interactive turns (c) Math score comparison (d) QA score comparison (e) Code score comparison

Figure 5. Ablation and RL algorithm analysis. (a) Token consumption comparison across task types, showing FlowSteer achieves lower
token usage. (b) Average interaction turns comparison, demonstrating FlowSteer requires fewer turns to complete tasks. (c-e) Pairwise
performance comparison matrices for math, QA, and code tasks respectively, where positive values (red) indicate row method outperforms
column method.

require iterative error correction, showing task-dependent
dependencies. In addition, FlowSteer (Full) exhibits more
stable performance on the six OOD benchmarks, reflecting
strong cross-task generalization ability. These results show
that the effectiveness of FlowSteer stems from the close
coupling of agent decision-making, canvas interaction, and
RL optimization.

As shown in Figure 5(a-b), we further analyze orchestration
efficiency in terms of average interaction turns and token
consumption. The results show that FlowSteer achieves
lower turns and fewer tokens across all task types compared
to ablation variants. Removing any component causes the
policy to produce redundant interactions and fail to deter-
mine proper termination timing, leading to higher time and
computational costs. Through the joint effect of all com-
ponents, the policy learns efficient orchestration strategies
and when to stop, reducing both interaction turns and token
consumption while maintaining task accuracy.

5.6. Comparison of RL Algorithms (RQ5)

As shown in Table 6, we compare three RL algorithms
(DAPO, GRPO, and CWRPO) on six IID benchmarks un-
der identical training settings. CWRPO achieves optimal
results across all task types with more stable training dy-
namics. The pairwise comparison matrices in Figure 5(c–e)
show consistent superiority of CWRPO across math, QA,
and code tasks. Unlike DAPO and GRPO that primarily
focus on answer correctness, CWRPO jointly optimizes

Method GSM8K MATH HotPotQA SQuAD v2 MBPP HumanEval
Acc. Acc. EM F1 EM F1 Pass@1 Pass@1

4o-mini 92.97 60.94 63.28 73.03 47.66 59.42 64.84 82.81
w/o RL 91.41 71.81 72.66 82.19 59.38 67.66 64.06 89.06

GRPO 92.97 73.43 72.66 81.80 61.72 68.91 78.91 89.84
DAPO 93.75 74.22 73.44 82.42 61.72 70.08 81.25 89.06
CWRPO 96.09 81.25 78.12 84.98 78.12 83.67 84.38 92.96

Table 6. Comparison of RL algorithms on six IID benchmarks
using GPT-4o-mini as backend. Metrics follow each dataset’s
standard (EM/F1 for QA, Acc. for math, Pass@1 for code).

structural diversity and task performance through diversity-
constrained rewards with conditional release. This design
enables the policy to learn not only how to solve problems
but also how to orchestrate workflows effectively, achiev-
ing better trade-off between workflow quality and answer
accuracy.

6. Conclusion
In this work, we propose FlowSteer, an end-to-end reinforce-
ment learning framework for interactive workflow orchestra-
tion. By training a lightweight policy model to interact with
an executable Workflow Canvas, FlowSteer learns transfer-
able orchestration strategies from real execution feedback.
We design diversity-constrained rewards with conditional
release to jointly optimize workflow structure and task cor-
rectness. Experiments on twelve benchmarks demonstrate
that FlowSteer significantly outperforms baselines across
mathematical reasoning, QA, and code generation tasks.
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Impact Statement
This paper presents work whose goal is to advance the field
of Machine Learning. There are many potential societal
consequences of our work, none which we feel must be
specifically highlighted here.
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System Prompt for Flow-Director

You are building a workflow step by step to solve the problem. In each turn, output EXACTLY ONE XML action (add/delete/mod-
ify/set_prompt/finish or a structure add). The goal is to build a reliable workflow, not a single-shot answer. Keep your thinking
brief (under 200 words) and focus on choosing the next action, not solving the whole problem yourself. Let the operators do the
computation. If you use <think>...</think>, you MUST output an <action> tag AFTER it.
Available Operators (12 total). Programmer: write and execute Python code. Plan: create solution strategy. Custom: natural language
reasoning. Decompose: break into sub-problems. Test: run test cases. Review: evaluate quality. Verify: double-check result. Revise:
fix issues. ScEnsemble: multiple solutions voting. Aggregate: combine results. AnswerGenerate: format final answer. Format: extract
concise answer.
Actions (8 types). The system supports 8 action types: add (add a single operator), finish (complete workflow building), parallel (add
parallel branches), conditional (add conditional branch), loop (add loop structure), delete (remove a node), modify (change operator
type), and set_prompt (set custom prompt for an operator). All actions use XML format for reliable parsing.
Finish Policy. Always add Format as the last step before finishing to extract concise answer. Before finishing, add Format to extract
concise answer from the solution. When Format has extracted the answer and you are satisfied, output <action>finish</action>.
When the result is wrong or needs improvement, add more operators.

Figure 6. The system prompt template for Flow-Director. The prompt instructs the agent to build workflows step by step through
multi-turn interactions with the Workflow Canvas.

Table 7. Summary of the 12 operators in O with input/output specifications.

Operator Category Input Output Description

Plan Planning problem approach, plan Creates high-level solution strategy by identifying the overall approach and breaking it
into actionable steps.

Decompose Planning problem sub_problems Breaks complex problems into smaller, independent sub-problems that can be solved
separately.

Programmer Solving problem, analysis code, output Writes and executes Python code to compute answers; used for mathematical calculations
and code generation tasks.

Custom Solving input, context response Performs natural language reasoning without code execution; used for QA, analysis,
and explanations.

AnswerGenerate Solving input thought, answer Generates structured answers with explicit reasoning chains; similar to Custom but with
formatted output.

Test Verification code, tests pass/fail, solution Executes unit tests against generated code and triggers automatic revision if tests fail;
code-specific.

Review Verification solution is_correct, feedback Evaluates solution quality through critique and provides detailed feedback for potential
revision.

Verify Verification answer is_correct, answer Independently re-solves the problem to verify correctness; does not execute code, uses
logical reasoning.

Revise Revision solution, feedback revised_solution Fixes issues in solutions based on feedback from Review or Test operators.

ScEnsemble Ensemble solutions selected_solution Implements majority voting across multiple candidate solutions to select the most
consistent answer.

Aggregate Ensemble sub_answers aggregated Combines results from parallel branches or sub-problems into a unified answer.

Format Formatting solution final_answer Extracts concise final answer from verbose solution; required as the last step before
finishing.

A. Prompts and Operator Library in
Flow-Steer

A.1. System Prompt for Flow-Director

As shown in Figure 6, we adopt the system prompt template
for the Flow-Director, where the agent alternates between
internal reasoning in <think> and communicates with the
Workflow Canvas by <action>. The prompt instructs the
agent to output exactly one XML action per turn, keeping
thinking brief and focusing on action selection rather than
problem-solving. The workflow evolves step by step until
finalized with a finish action.

A.2. Operator Library O

As shown in Table 7, the operator library O consists of
12 functional operators organized into six categories: plan-
ning (Plan, Decompose), solving (Programmer, Custom,
AnswerGenerate), verification (Test, Review, Verify), re-
vision (Revise), ensemble (ScEnsemble, Aggregate), and
formatting (Format). The Programmer operator executes
Python code in a sandboxed environment with scientific
libraries under a 30-second timeout.

A.3. Multi-turn Interaction Process

The Flow-Director builds workflows through multi-turn in-
teractions with the Workflow Canvas. Each interaction
round consists of the Flow-Director generating an action
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Multi-turn Interaction Example

Problem: “Find the sum of all positive integers n such that n2 + 12n− 2007 is a perfect square.”

Round 1 (BUILDING → AWAITING_PROMPT)
Flow-Director:

<think>This is a number theory problem. Start with Plan.</think>
<action>add</action><operator>Plan</operator>

Canvas Feedback: “Added Plan as node_1. State: AWAITING_PROMPT.”
Round 2 (AWAITING_PROMPT → BUILDING)
Flow-Director:

<action>set_prompt</action><target>node_1</target>
<prompt>Analyze the equation and identify the approach.</prompt>

Canvas Feedback: “Prompt set. State: BUILDING. DSL: Plan”
Round 3-4: Add Programmer operator with prompt for algebraic computation.
Round 5-6: Add Verify operator with prompt for result validation.
Round 7-8: Add Format operator with prompt for answer extraction.
Round 9 (BUILDING → Finished)
Flow-Director:

<think>Workflow complete. Ready to finish.</think>
<action>finish</action>

Canvas Feedback: “Workflow finished. Final DSL: Plan -> Programmer -> Verify -> Format. Answer: 89”

Figure 7. A complete multi-turn interaction example showing the two-step mechanism (add + set_prompt) for workflow construction.

and the Canvas providing execution feedback.

A.3.1. ENVIRONMENT STATE MACHINE

The Workflow Canvas maintains a finite state machine with
two states:

• BUILDING: The normal state where the Flow-
Director can execute add, delete, modify, or
finish actions.

• AWAITING_PROMPT: After adding an operator, the
Canvas transitions to this state, requiring the Flow-
Director to specify a custom prompt via set_prompt
before returning to BUILDING.

This two-step mechanism reduces the cognitive load on
the policy model by separating structural decisions (which
operator to add) from content decisions (what prompt to
use), improving the effectiveness of small-scale models.

A.3.2. ACTION TYPES

The 8 action types available to the Flow-Director are sum-
marized in Table 8. The basic actions (add, finish, delete,
modify, set_prompt) enable sequential workflow construc-
tion, where the Flow-Director progressively builds the op-
erator graph through iterative additions and modifications.
The advanced actions (parallel, conditional, loop) extend

Table 8. Action types in Flow-Steer.

Action Description

add Add a single operator
finish Complete workflow building
delete Remove a node
modify Change operator type

set_prompt Set custom prompt

parallel Add parallel branches
conditional Add conditional branch

loop Add loop structure

the expressiveness to complex control structures, allowing
the Flow-Director to construct workflows with branching,
conditional execution, and iterative refinement patterns.

A.3.3. COMPLETE INTERACTION EXAMPLE

A complete multi-turn interaction between the Flow-
Director (small-scale policy model) and the Workflow Can-
vas (large-scale LLM backend) is illustrated in Figure 7.
The process begins with the Flow-Director analyzing the
problem and selecting an appropriate initial operator, which
establishes the reasoning strategy for subsequent workflow
construction. The Flow-Director then engages in iterative
exchanges: after each canvas feedback, it reflects on the
current workflow state, selects the next operator, and spec-
ifies task-specific prompts. Through successive rounds of
construction and verification, the workflow gradually takes
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shape, and the Canvas executes the completed workflow to
produce the final answer.

B. Theoretical Proofs
In this appendix, we provide detailed proofs for Propositions
1–3 stated in the main text. We first introduce the notation
and assumptions, then present each proof in turn.

Notation. Given a task q, a workflow is represented
as a directed graph G = (V,E, attr), where each node
v ∈ V is bound to an operator op(v) ∈ O with attributes
attr(v) = (param(v), prompt(v), . . . ). The executor
schedules nodes according to dependency edges E and
produces output y = Execute(G, q,Mbackend). During
multi-turn orchestration, the policy model (Flow-Director)
interacts with the canvas (Workflow Canvas), forming a
trajectory

τ = {(athinkt , at, o
exec
t )}Tt=1, (15)

where athinkt denotes the reflection text that summarizes
the current state and identifies potential issues, at denotes
the edit action comprising an action type and its content,
and oexect denotes the execution and validation feedback
returned by the canvas environment. The operator library
consists of 12 functional operators:

O = {Plan,Decompose,Programmer,Custom,
AnswerGenerate,Test,Review,Verify,

Revise,ScEnsemble,Aggregate,Format},(16)

where each operator implements a specific cognitive func-
tion in the problem-solving process. The action type set
consists of 8 types:

Atype = {add,delete,modify,set_prompt,
finish,parallel,conditional,loop},(17)

where the first five types can be understood as local editing
actions, and the last three types are used to explicitly gener-
ate control structures (parallel, conditional, loop) that form
long-range control flows.

Assumptions. To obtain formal proofs, we introduce three
mild and interpretable assumptions. They do not require the
real system to be perfect, but are sufficient to support the
theoretical justification of why the propositions hold.

Assumption 1 (Cognitive Decomposability). For the task
families considered in this work (multi-hop QA, standard
QA, mathematical reasoning, code generation), there exists
a goal-directed problem-solving procedure that can be de-
composed into a finite combination of cognitive primitives
(defined below), and can be represented as a directed graph
with conditionals and loops.

Assumption 2 (Informative Canvas Feedback). The can-
vas feedback oexect is informative about whether the cur-
rent workflow is executable, whether it satisfies structural
constraints, and which local modifications can fix errors.
Formally, there exists non-zero probability that the feedback
changes the agent’s posterior distribution over the optimal
next edit, i.e., I(Z; oexect | Ht−1) > 0, where Z denotes
the latent variable related to the solution (e.g., the correct
answer or a feasible workflow).

Assumption 3 (Repairability). When a workflow is in a non-
executable or constraint-violating state, the canvas can pro-
vide sufficiently localized failure reasons or repair sugges-
tions, such that there exist editing actions that can push it to-
ward a more feasible state. Formally, there exists a potential
function Φ(G) measuring the distance to the feasible set, and
there exist actions such that E[Φ(Gt) | Ht−1] < Φ(Gt−1).

B.1. Proof of Proposition 1

Proposition 4 (Operator-Action Cognitive Completeness).
Let the operator library O and action type set Atype be
defined as above. Under Assumption 1, for any task q,
there exists a finite-length action sequence {at}Tt=1 with
each action type belonging to Atype, such that starting
from an empty canvas G0, the iterative updates Gt =
Update(Gt−1, at, o

exec
t ) can construct a terminal work-

flow GT that implements a complete cognitive control loop,
thereby covering the key problem-solving steps required for
the task types considered in this work (mathematics, QA,
code generation).

Proof. This proposition requires proving two things: (i)
functional completeness, showing that the operator library
covers the core cognitive modules required for goal-directed
problem solving; and (ii) structural completeness, show-
ing that the action space can organize these modules into
control flow graphs with sufficient expressive power (se-
quential, branching, looping, parallel), thereby constructing
executable workflow programs. We divide the proof into
three parts: first defining the cognitive primitive set C, then
proving that O covers C, and finally proving that Atype can
construct any structured workflow graph composed of these
modules.

(i) Cognitive primitives and functional coverage. We first
define a set of cognitive primitives consistent with goal-
directed problem solving. Let the cognitive primitive set
be

C = {P,D,E,M,R, I,O}, (18)

where each element represents a fundamental cognitive pro-
cess in problem solving. Specifically, P (Planning) forms
goals, strategies, and resource budgets, determining what to
do first, what to do later, and to what extent; D (Decompo-
sition) breaks the overall task into operable subgoals with
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explicit dependency relationships; E (Execution) performs
solving, reasoning, or externalized computation on a sub-
goal, including symbolic computation, code generation and
execution, and other operations; M (Monitoring) verifies,
reviews, unit tests, and checks constraints on intermediate
products, determining whether to continue, backtrack, or
redo; R (Revision) performs repairs based on monitoring
results, including rewriting, supplementing, replacing, and
adjusting prompts or parameters; I (Integration) fuses, votes,
disambiguates, and ensures consistency of results from mul-
tiple branches or subproblems; and O (Output) outputs the
final result in the format required by the task, including
answer extraction and structured presentation.

We now construct a surjective mapping ψ : O → C to show
that for each cognitive primitive c ∈ C, there exists at least
one operator o ∈ O such that ψ(o) = c. Consider the
following correspondence:

For the planning primitive P, the operator Plan directly
implements high-level plan generation, including strategy
formulation, step sequencing, budget allocation, and stop-
ping condition specification. Therefore, we have

ψ(Plan) = P. (19)

For the decomposition primitive D, the operator
Decompose expresses task decomposition in the form of
subtask lists or subproblem graphs, explicitly representing
the dependency structure among subtasks. Therefore, we
have

ψ(Decompose) = D. (20)

For the execution primitive E, execution includes not
only natural language reasoning but also externalized solv-
ing. The operator Custom covers general reasoning and
retrieval-based processing, capable of hosting various tools
and prompt templates according to implementation; the
operator Programmer covers executable code genera-
tion and execution, typically handling symbolic compu-
tation, scripted reasoning, and data processing; the opera-
tor AnswerGenerate covers generating final natural lan-
guage answers from obtained key evidence or intermediate
conclusions, which can be viewed as decoding or expression.
Therefore, we have

ψ(Custom) = ψ(Programmer)

= ψ(AnswerGenerate) = E.
(21)

For the monitoring primitive M, the operators Verify and
Review perform consistency checking and critical evalu-
ation on intermediate results; the operator Test performs
executable testing on code solutions. These are all typical er-
ror monitoring and quality assessment processes. Therefore,
we have

ψ(Verify) = ψ(Review) = ψ(Test) = M. (22)

For the revision primitive R, the operator Revise explic-
itly implements error correction and rewriting in a feedback-
based repair manner. Therefore, we have

ψ(Revise) = R. (23)

For the integration primitive I, when there are multiple
branches, multiple candidates, or multiple subproblems, fu-
sion is needed. The operator Aggregate handles aggrega-
tion and consistency ensuring; the operator ScEnsemble
handles selection and ensemble of diverse candidates. There-
fore, we have

ψ(Aggregate) = ψ(ScEnsemble) = I. (24)

For the output primitive O, the operator Format extracts,
structures, and presents results in the target format. There-
fore, we have

ψ(Format) = O. (25)

For each c ∈ C, the above construction provides at least one
o ∈ O such that ψ(o) = c. Hence ψ is surjective onto C,
establishing that O achieves functional coverage of C.

(ii) Structural completeness of the action space. Let
G(O) denote the set of all finite workflow graphs with nodes
labeled by operators fromO and composed using structured
control constructs (sequential, conditional, loop, parallel).
We show that for any target graph G⋆ ∈ G(O), there exists
a finite-length action sequence {at}Tt=1 with action types
belonging to Atype, such that starting from the empty graph
G0, the iterative updates yield GT = G⋆. We provide a
constructive proof, which is equivalent to showing that these
editing actions can assemble any target graph.

Step 1: Node construction and attribute assignment (basic
editing closure). For any target graph G⋆ with node set V ⋆,
we traverse v ∈ V ⋆ in any order. For each node, we use the
action add to create a new node in the current canvas and
specify its operator type op(v) ∈ O. We then use the action
set_prompt to set prompts and constraints for that node.
If necessary, we use the action modify to write in param-
eters. If there are redundant or erroneous nodes, we use
the action delete to remove them. Since add, delete,
modify, and set_prompt allow arbitrary finite discrete
modifications to the node set and attributes, we can con-
struct within finite steps a node set and attribute annotation
isomorphic to G⋆.

Step 2: Control structure construction (structured control
closure). Control structures in the target graph can be di-
vided into three categories: conditional branching, loop-
ing, and parallel execution. If G⋆ contains conditional
structures (if/else or selective execution), we use the ac-
tion conditional to introduce conditional gate nodes
or conditional edges in the graph, and write in condition
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predicates via set_prompt or modify. The condition
can be a Boolean signal output by some checking or verifica-
tion node. If G⋆ contains loop structures (repeated execution
until some criterion is met), we use the action loop to intro-
duce back-edges or iteration blocks. The stopping condition
can similarly be produced by verification or test nodes, with
the loop termination rule written in via set_prompt or
modify. If G⋆ contains parallel structures (multiple sub-
problems or candidates expanded simultaneously), we use
the action parallel to organize several branches into
concurrent subgraphs, with subsequent integration via op-
erators such as Aggregate or ScEnsemble to merge
branch results.

Step 3: Termination (completing construction). When the
current canvas graph aligns with G⋆ in nodes, attributes, and
control structures, we use the action finish to terminate
editing. Since G⋆ is a finite graph, the above process is finite,
hence there exists finite T such that GT = G⋆.

(iii) Coverage of task types. We now show that the operator
library and action space can cover the task types considered
in this work by demonstrating the existence of constructible
cognitive program templates for each task type.

For mathematical reasoning tasks, a typical cognitive pro-
gram follows the pattern: Plan → Decompose →
(Custom or Programmer) → Verify → (Revise +
loop)→ Format. This template first formulates a solu-
tion strategy, decomposes the problem into solvable steps,
executes reasoning or symbolic computation, verifies inter-
mediate results, revises if errors are detected (potentially
looping), and finally formats the answer.

For question answering tasks including multi-
hop QA, a typical cognitive program fol-
lows the pattern: Plan → Decompose →
parallel(Custom/AnswerGenerate) →
Aggregate → Review/Verify → Format.
This template formulates a retrieval and reasoning strategy,
decomposes into sub-questions that can be processed
in parallel, aggregates evidence from multiple sources,
reviews for consistency, and formats the final answer.

For code generation tasks, a typical cognitive pro-
gram follows the pattern: Plan → Decompose →
Programmer → Test → (Revise + loop) →
Format. This template plans the code structure, decom-
poses into implementable modules, generates code, tests for
correctness, revises based on test feedback (looping until
tests pass), and formats the output.

These templates use only operators fromO and control struc-
tures from Atype. Therefore, under Assumption 1 (tasks
can be decomposed into combinations of cognitive primi-
tives), for any task q, there exists some G⋆ implementing
the corresponding cognitive program. By structural com-

pleteness established above, there exists an action sequence
constructing G⋆.

In summary, functional coverage ensures that the operator
library implements all cognitive primitives required for goal-
directed problem solving, while structural completeness
ensures that the action space can construct any workflow
graph composed of these primitives with arbitrary control
structures. Together, they establish that for any task decom-
posable into cognitive primitive combinations, there exists
an action sequence constructing a workflow that implements
the complete cognitive control loop covering planning, de-
composition, execution, monitoring, revision, integration,
and output.

B.2. Proof of Proposition 2

Proposition 5 (Monotonic Improvement of Multi-turn Inter-
action). Under Assumptions 2–3, multi-turn orchestration
based on canvas feedback possesses the monotonic improve-
ment property in expectation: as the number of turns t
increases, (1) the agent’s uncertainty about the correct out-
put or feasible workflow does not increase; (2) consequently,
the success probability of generating an executable and
correct workflow (and final answer) does not decrease. Fur-
thermore, multi-turn interaction under the same budget is
at least as good as single-turn open-loop generation.

Proof. We characterize the value of multi-turn interaction
using a Bayesian risk potential function: each turn obtains
canvas feedback oexect that provides information about the
hidden correct solution, thereby concentrating the posterior
distribution. The monotonic decrease of the potential func-
tion in expectation corresponds to the monotonic increase
of reliability and success rate.

(i) Posterior distribution and Bayesian risk potential.
Let Z denote the latent variable related to the task solution.
According to the problem setting, Z can be taken as the
correct answer y⋆q , or as a representative element from the
set of feasible workflows that lead to the correct answer. At
interaction turn t, the history is defined as

Ht = {(athink1 , a1, o
exec
1 ), . . . , (athinkt , at, o

exec
t )}, (26)

where Ht encodes all reflection texts, edit actions, and can-
vas feedback up to turn t. The initial history is H0 = ∅.
Given history Ht, we define the posterior distribution over
Z as

πt(z) ≜ P(Z = z | Ht), (27)

where πt(z) represents the probability that the true solution
is z given the interaction history up to turn t. We define the
Bayes accuracy function as the maximum posterior proba-
bility:

A(Ht) ≜ max
z

πt(z), (28)
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where A(Ht) represents how concentrated the posterior is
on the most likely solution. We then define the Bayes risk
potential function as

V (Ht) ≜ 1−A(Ht) = 1−max
z

πt(z), (29)

where V (Ht) measures the remaining uncertainty. Smaller
V (Ht) indicates more concentrated posterior and higher
probability of the most likely correct solution.

(ii) Supermartingale property of the risk potential. We
now show that the expected risk potential does not increase
across turns, i.e., for any t ≥ 1,

E[V (Ht) | Ht−1] ≤ V (Ht−1), (30)

with strict inequality when the feedback at turn t provides
non-zero information gain about Z.

The key observations are twofold. First, the posterior vec-
tor satisfies the martingale property. Since Ht = Ht−1 ⊕
(athinkt , at, o

exec
t ) is obtained by appending new observa-

tions to Ht−1, by Bayes’ rule, for any z we have

E[πt(z) | Ft−1] = πt−1(z), (31)

where Ft−1 = σ(Ht−1) is the natural filtration generated
by the interaction history up to turn t− 1. This martingale
property states that the expected posterior at turn t, condi-
tioned on information at turn t− 1, equals the posterior at
turn t− 1.

Second, V (·) is a concave function over distributions. To
see this, consider the potential function over the probability
simplex:

ϕ(p) ≜ 1−max
z

pz, p ∈ ∆|Z|−1, (32)

where p is a probability vector over the solution space, and
∆|Z|−1 is the probability simplex of such vectors. Since
maxz pz is a convex function of p (as the pointwise maxi-
mum of linear functions), its negation−maxz pz is concave,
and hence ϕ(p) = 1−maxz pz is also concave.

Applying Jensen’s inequality for concave functions, we ob-
tain the contraction of expected risk:

E[V (πt) | Ft−1] ≤ V (E[πt | Ft−1]) = V (πt−1), (33)

where the equality uses the martingale property established
above. This yields

E[V (Ht) | Ht−1] ≤ V (Ht−1). (34)

When the feedback provides non-zero information gain
about Z (i.e., under Assumption 2), the posterior πt under-
goes strict contraction with non-zero probability, meaning
it does not merely preserve its mean but actually becomes

more concentrated. In this case, Jensen’s inequality becomes
strict in expectation, yielding

E[V (Ht) | Ht−1] < V (Ht−1) (35)

with positive probability, leading to strict improvement.

(iii) Monotonic improvement over multiple turns. Taking
unconditional expectation and iterating the supermartingale
relation yields:

E[V (Ht)] ≤ E[V (Ht−1)] ≤ · · · ≤ E[V (H0)]. (36)

This establishes that the expected Bayes risk monotonically
decreases (or stays constant) as the number of interaction
turns increases.

To quantify the improvement, we define the accuracy gain
at turn t as

∆t ≜ E[V (Ht−1)]− E[V (Ht)] ≥ 0, (37)

where ∆t represents the expected one-step reduction of the
Bayes risk potential at turn t. Summing over all turns, the
expected Bayes risk after t turns satisfies:

E[V (Ht)] = E[V (H0)]−
t∑

s=1

∆s, (38)

where each ∆s accumulates the expected risk decrease at
turn s. Substituting into the definition of accuracy, we ob-
tain:

E[A(Ht)] = 1− E[V (H0)] +

t∑
s=1

∆s, (39)

where E[A(Ht)] represents the expected Bayes accuracy af-
ter t turns. This shows that expected accuracy monotonically
increases with the number of turns.

(iv) From uncertainty reduction to error probability re-
duction. Let ẑt = argmaxz πt(z) be the Bayes optimal
estimate at turn t, i.e., the solution with maximum posterior
probability. Under 0-1 loss (where we incur loss 1 if wrong
and 0 if correct), the Bayes optimal decision rule minimizes
expected loss by choosing ẑt. The error probability of this
estimator satisfies

P(ẑt ̸= Z | Ht) = 1−max
z

πt(z) = V (Ht). (40)

This equality follows because the probability of error under
the Bayes optimal rule equals one minus the probability of
the chosen class, which is precisely 1−maxz πt(z).

Therefore, monotonically non-increasing E[V (Ht)] is equiv-
alent to monotonically non-increasing expected error rate,
or equivalently, monotonically non-decreasing expected cor-
rectness rate. This proves conclusions (1) and (2) of the
proposition.
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(v) Comparison with single-turn generation. A single-
turn strategy makes only one decision and directly outputs
the final workflow or answer, which is equivalent to setting
T = 1. A multi-turn strategy with T > 1 can still choose
to execute the finish action at the first turn, thereby ter-
minating immediately. Therefore, the strategy space of
multi-turn interaction contains the single-turn strategy as a
special case.

By this inclusion relationship of strategy spaces, the optimal
value achievable by multi-turn interaction is no worse than
that of single-turn interaction:

max
π∈Πmulti-turn

E[A(HT )] ≥ max
π∈Πsingle-turn

E[A(H1)], (41)

where Πmulti-turn ⊇ Πsingle-turn denotes the respective policy
spaces. This establishes that multi-turn is at least as good as
single-turn under the same budget.

Furthermore, under Assumptions 2 (informative feedback)
and 3 (repairability), multi-turn interaction can achieve strict
improvement: in some turns, the posterior strictly contracts,
leading to E[V (Ht)] < E[V (Ht−1)] on the training and
inference distribution. This manifests as higher execution
success rate, lower structural error rate, and higher final
correctness rate.

In conclusion, multi-turn canvas-based interaction monoton-
ically decreases the Bayes risk potential whenever feedback
is informative, consequently increasing expected accuracy.
The agent can progressively refine the workflow based on
accumulated observations, each turn potentially reducing
uncertainty about the correct solution. This iterative re-
finement process achieves higher reliability and success
probability than single-turn open-loop generation, where
errors cannot be detected or corrected.

B.3. Proof of Proposition 3

Proposition 6 (Structural Constraints, Conditional Release,
and Mask Effectiveness). Let the trajectory-level reward be
defined as

R(τ) = −1 +Rdiversity(τ)

+ I{Rdiversity(τ) = 1} ·Ranswer(τ),
(42)

where Rdiversity(τ) ∈ [0, 1] is composed of structural check
items and capped at 1, and Ranswer(τ) ≥ 0 measures the
match between the final execution output and the ground
truth. In advantage-based policy optimization such as
CWRPO, this design possesses three properties: (a) sep-
arable feasibility learning, where trajectories not satisfy-
ing structural diversity constraints necessarily receive non-
positive returns and are systematically suppressed by gradi-
ent updates; (b) shortcut and collapse suppression, where
answer rewards are unlocked only after learning to con-
struct qualified skeletons, thereby avoiding shortcuts like

skipping workflows to answer directly; (c) gradient correct-
ness of mask, where token-level mask backpropagates gradi-
ents only for policy-generated tokens, maintaining unbiased
policy gradient estimates and significantly reducing vari-
ance and noise from environment feedback tokens, thereby
stabilizing training.

Proof. The essence of this proposition is that the reward
design achieves numerical separation and gating between
structural feasibility and answer correctness, making the
optimization process naturally staged. Meanwhile, the mask
ensures that gradients act only on policy-controllable parts,
and the clipping mechanism with KL regularization bounds
the policy update magnitude, keeping gradient signals clean
and stable.

(i) Feasible skeleton set and sign separation of rewards.
We first define the feasible skeleton trajectory set as

F = {τ : Rdiversity(τ) = 1}, (43)

where F represents the set of trajectories with necessary
structural skeleton, including verification steps, formatting
operators, sufficient operator count, and appropriate control
structures. The complement set is defined as

Fc = {τ : Rdiversity(τ) < 1}, (44)

where Fc represents trajectories that fail to meet one or
more structural requirements.

We now show that the reward is strictly separable on F
and Fc with a sign gap. For any trajectory τ ∈ Fc,
we have Rdiversity(τ) < 1, so the indicator function
I{Rdiversity(τ) = 1} equals 0. Substituting into the reward
formula:

R(τ) = −1 +Rdiversity(τ) + 0 ·Ranswer(τ)

= −1 +Rdiversity(τ).
(45)

Since Rdiversity(τ) ∈ [0, 1) for τ ∈ Fc, we have

R(τ) ∈ [−1, 0) for all τ ∈ Fc. (46)

This means all structurally non-compliant trajectories re-
ceive strictly negative rewards.

For any trajectory τ ∈ F , we have Rdiversity(τ) = 1, so
the indicator function equals 1. Substituting into the reward
formula:

R(τ) = −1 + 1 + 1 ·Ranswer(τ) = Ranswer(τ). (47)

Since Ranswer(τ) ≥ 0 by definition, we have

R(τ) ≥ 0 for all τ ∈ F . (48)

18



990
991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025
1026
1027
1028
1029
1030
1031
1032
1033
1034
1035
1036
1037
1038
1039
1040
1041
1042
1043
1044

Submission and Formatting Instructions for ICML 2026

This means all structurally compliant trajectories receive
non-negative rewards. The sign separation is therefore com-
plete: Fc trajectories are strictly negative while F trajecto-
ries are non-negative, achieving strong constraint separation
at the numerical level.

(ii) Two-stage optimization via conditional release and
policy gradient. We now analyze how the conditional re-
lease mechanism creates a natural two-stage optimization
process through the lens of policy gradient theory. Let πθ
denote the policy parameterized by θ, and let πref denote the
reference policy (typically the initial supervised fine-tuned
model). The CWRPO objective can be written as

J(θ) = Eτ∼πθ
[R(τ)]− βDKL(πθ∥πref), (49)

where β > 0 is the KL penalty coefficient that prevents the
policy from deviating too far from the reference distribution.

By the policy gradient theorem, the gradient of the expected
reward with respect to θ is given by

∇θEτ∼πθ
[R(τ)] = Eτ∼πθ

[ T∑
t=1

∇θ log πθ(at|st)A(τ)
]
,

(50)
where A(τ) is the advantage function and the sum is over
all time steps in the trajectory. In practice, the advantage is
computed using group normalization within each sampled
batch:

Â(τ) =
R(τ)− µB

σB + ϵ
, (51)

where µB and σB are the mean and standard deviation of
rewards in batch B, and ϵ is a small constant for numerical
stability.

From the sign separation established in (i), when both F
and Fc samples exist in a batch, the normalized advantages
satisfy

E[Â(τ) | τ ∈ F ] > 0 > E[Â(τ) | τ ∈ Fc]. (52)

This inequality holds because feasible trajectories have non-
negative rewards while non-feasible ones have strictly nega-
tive rewards, so after mean-centering, feasible trajectories
lie above the mean and non-feasible ones lie below.

The policy gradient update therefore increases the log-
probability of actions in feasible trajectories and decreases
the log-probability of actions in non-feasible trajectories:

θ ← θ + α∇θJ(θ), (53)

where α is the learning rate. This systematically shifts
probability mass from Fc to F .

To quantify this effect, define the feasibility probability
pθ = Pτ∼πθ

(τ ∈ F). Under mild regularity conditions, the

gradient update increases pθ whenever pθ < 1:

dpθ
dθ
· ∇θJ(θ) > 0 when 0 < pθ < 1. (54)

This follows because the expected advantage is positive for
F and negative forFc, so the gradient points in the direction
of increasing pθ.

During early training when pθ is small, most trajectories
fall into Fc, and the primary learning signal comes from
avoiding structural violations. As pθ increases through train-
ing, an increasing proportion of sampled trajectories fall
into F . For these trajectories, R(τ) = Ranswer(τ), and the
training signal naturally shifts to optimizing answer cor-
rectness. This creates the two-stage behavior: first learn to
satisfy structural constraints, then learn to maximize answer
quality.

The conditional release mechanism ensures that shortcuts
are suppressed: any trajectory that directly outputs an an-
swer without constructing a proper workflow will have
Rdiversity(τ) < 1 and thus R(τ) < 0, regardless of an-
swer correctness. This negative reward signal systematically
discourages such shortcuts.

(iii) Bounded policy updates via clipping and KL regular-
ization. To ensure training stability, CWRPO incorporates
two mechanisms that bound the magnitude of policy updates:
importance ratio clipping and KL divergence regularization.

For importance sampling, define the probability ratio be-
tween the current policy and the behavior policy (used for
sampling) as

ρθ(τ) =
πθ(τ)

πold(τ)
=

T∏
t=1

πθ(at | st)
πold(at | st)

, (55)

where πold is the policy at the beginning of the current opti-
mization epoch. The clipped objective restricts the effective
ratio to the interval [1− ϵclip, 1 + ϵclip]:

Lclip(θ) = Eτ∼πold

[
min

(
ρθ(τ)Â(τ),

clip(ρθ, 1−ϵ, 1+ϵ)Â(τ)
)]
.

(56)

This clipping prevents excessively large policy updates
when the importance ratio deviates significantly from 1,
which would otherwise destabilize training.

The KL regularization term provides a soft constraint on the
policy deviation:

DKL(πθ∥πref) = Eτ∼πθ

[
T∑

t=1

log
πθ(at | st)
πref(at | st)

]
. (57)

By penalizing this divergence, the optimization ensures that
the learned policy remains close to the reference policy, pre-
venting catastrophic forgetting of useful behaviors learned
during supervised fine-tuning.
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Together, clipping and KL regularization bound the per-step
policy change:

∥θk+1 − θk∥ ≤
α · ϵclip ·maxτ |A(τ)|
β + λmin(∇2

θDKL)
, (58)

where λmin denotes the minimum eigenvalue of the KL
Hessian. This bounded update magnitude prevents training
oscillations and ensures smooth convergence.

(iv) Unbiasedness and variance reduction of token-level
mask. An interaction trajectory at the token level consists
of two interleaved types of segments: policy-generated to-
kens comprising reflection and action text, and environment
feedback tokens comprising canvas returns. Crucially, the
generation distribution of environment feedback does not
contain the learnable parameters θ; it is determined by the
canvas environment given the action.

Let w1:|τ | denote the entire trajectory token sequence. We
partition it into two disjoint sets: Tπ for policy-generated
tokens and Tenv for environment feedback tokens. The joint
log-likelihood of the trajectory can be decomposed as

log pθ(w1:|τ |) =
∑
t∈Tπ

log πθ(wt | w<t)

+
∑

t∈Tenv

log penv(wt | w<t),
(59)

where the first term sums over policy tokens and depends
on θ, while the second term sums over environment tokens
and does not depend on θ.

Taking the gradient with respect to θ, the second term van-
ishes since ∇θ log penv(wt | w<t) = 0:

∇θ log pθ(w1:|τ |) =
∑
t∈Tπ

∇θ log πθ(wt | w<t). (60)

Let maskt ∈ {0, 1} be the token-level mask that takes value
1 for policy tokens (t ∈ Tπ) and 0 for environment tokens
(t ∈ Tenv). Then the gradient can be written equivalently as

∇θ log pθ(w1:|τ |) =

|τ |∑
t=1

maskt · ∇θ log πθ(wt | w<t).

(61)

Using the mask to select only policy tokens Tπ implements
this equality exactly. Therefore, the masked gradient esti-
mator is unbiased:

E

 |τ |∑
t=1

maskt · ∇θ log πθ(wt | w<t) ·R(τ)

 = ∇θJ(θ).

(62)

Furthermore, the mask reduces gradient variance. Without
the mask, if all tokens were naively included, the gradient

estimator would have variance

Varno−mask = Var

 |τ |∑
t=1

∇θ log πθ(wt | w<t) ·R(τ)

 .
(63)

With the mask, the variance is

Varmask = Var

[∑
t∈Tπ

∇θ log πθ(wt | w<t) ·R(τ)

]
.

(64)
Since |Tπ| < |τ | and the environment tokens contribute
noise unrelated to θ, we have Varmask < Varno−mask. This
variance reduction leads to more stable gradient updates and
faster convergence.

In conclusion, the reward design and optimization frame-
work achieve four complementary goals for stable and
effective learning. First, sign separation numerically en-
forces strong constraint separation between feasible and
non-feasible trajectories, ensuring that structural violations
are systematically penalized with negative rewards. Second,
conditional release creates a natural two-stage optimization
where the policy first learns to satisfy structural constraints
(increasing pθ = P(τ ∈ F)) before optimizing answer cor-
rectness, thereby suppressing shortcuts and preventing struc-
tural collapse. Third, clipping and KL regularization bound
the magnitude of policy updates, preventing training oscilla-
tions and ensuring smooth convergence while maintaining
proximity to the reference policy. Fourth, the token-level
mask ensures that gradients act only on policy-controllable
tokens, maintaining unbiased gradient estimates while reduc-
ing variance from environment feedback, thereby stabilizing
the training process. Together, these mechanisms provide
stable learning signals, bounded updates, and effective pre-
vention of shortcut behaviors, enabling reliable end-to-end
reinforcement learning for workflow orchestration.

C. Flow-Steer Algorithm Details
Flow-Steer is a multi-turn workflow orchestration frame-
work built on the collaboration between a Flow-Director
(small-scale LLM) and a Workflow Canvas (execution envi-
ronment): the Flow-Director handles planning, action gen-
eration, and answer output, while the Workflow Canvas pro-
vides structural feedback and executes the constructed work-
flow. The process is divided into three connected stages:
first, given a task description, the Flow-Director constructs
workflow nodes with structural guidance using the opera-
tor library, and the Canvas returns execution feedback to
form the initial interaction history; then, during multi-turn
interaction, the Flow-Director continuously generates rea-
soning and the next action from the accumulated history,
the Canvas validates and executes each action to extend
the history until the termination condition is reached, and
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Algorithm 1 Flow-Steer: End-to-End Workflow Orchestration via Multi-Turn Reinforcement Learning

Require: Task q, Flow-Director πθ, Workflow Canvas C, operator library O, reward function R(·), maximum interaction
turns T

Ensure: Final answer y
1: // Stage A: Workflow Initialization
2: Initialize: workflow graph G0 = ∅, interaction history H0 = []
3: Construct system prompt: psys ← BUILDPROMPT(O, q)
4: First think and action: (athink

1 , a1)← πθ(psys, q)
5: First canvas feedback: o1 ← C.STEP(a1)
6: First update history: H1 ← {(athink

1 , a1, o1)}
7: // Stage B: Multi-turn Collaborative Workflow Building
8: for t = 2 to T do
9: Plan think: athink

t ← πθ(psys, q,Ht−1)
10: Generate action: at ← πθ(psys, q,Ht−1)
11: Canvas feedback: ot ← C.STEP(at)
12: Update history: Ht ← Ht−1 ∪ {(athink

t , at, ot)}
13: if at = finish and C.CHECKCONSTRAINTS() then
14: break
15: end if
16: end for
17: Final think & answer: (athink

T , y)← πθ(psys, q,HT )
18: Execute workflow: y ← C.EXECUTE(GT , q)
19: // Stage C: End-to-End Reinforcement Learning Optimization
20: Sample trajectories: {τi}Ni=1 ∼ πθ
21: for each τi do
22: Compute reward: R(τi) = −1 +Rdiversity(τi) + I{Rdiversity(τi) = 1} ·Ranswer(τi)

23: Compute advantage: Â(τi) =
R(τi)−R̄√

1
M

∑M
j=1(R(τj)−R̄)2+ϵ

24: end for
25: CWRPO-based update policy:
26: JCWRPO ∝

∑N
i=1

∑|τi|
t=1 MASK

(i)
t ·min

(
ρθ(w

(i)
t ), CLIP(ρθ(w

(i)
t ), 1± ϵ)

)
Â(τi)

27: where ρθ(w
(i)
t ) =

πθ(w
(i)
t |τ(i)

<t )

πθold (w
(i)
t |τ(i)

<t )

28: Parameter update: θ ← θ − η∇θ(−JCWRPO)
29: return y

the accumulated trajectory is utilized to execute the final
workflow and generate the answer; finally, end-to-end re-
inforcement learning is applied to update the policy of the
Flow-Director. The reward function jointly evaluates struc-
tural diversity compliance and answer correctness, enabling
the Flow-Director to gradually learn how to effectively con-
struct complex workflows within a limited budget. This
coordination reduces invalid actions and stabilizes interac-
tion dynamics. This design enables progressive and adaptive
workflow construction, resulting in improved accuracy and
stability on complex reasoning tasks.

Training and Inference Flow. During training, the algo-
rithm proceeds in three stages (A → B → C): the Flow-
Director initializes the system prompt and triggers the Can-
vas for an initial feedback, then enters multi-turn interaction
to generate actions, receive feedback, and terminate with

an answer in a sequential manner, and finally updates the
policy in Stage C using rewards and advantages. During
testing, it runs only two stages (A→ B) in a simplified form:
initialization and multi-turn interaction, after which the final
workflow is executed and the answer is produced directly
without parameter updates.

Complexity Analysis. The computational complexity of
Flow-Steer mainly comes from initialization, multi-turn in-
teraction, and reinforcement learning optimization. The
initialization stage involves one call to the Flow-Director
and a call to the Canvas, which is a constant overhead. The
multi-turn interaction stage requires up to T rounds in the
worst case, where each round includes one planning step
by the Flow-Director and one call to the Canvas, yielding
time complexity O(T ). The memory consumption grows
linearly with the history length, which can be controlled
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through windowing or summarization. The reinforcement
learning stage requires sampling N trajectories per update,
each trajectory containing up to T action-feedback steps,
leading to complexity O(NT ). It also requires storing tra-
jectory information for reward and advantage computation.
In total, the complexity of Flow-Steer isO(NT+T ), scaling
linearly with the number of rounds and sampled trajectories
during training, while inference requires O(T ). Since the
Flow-Director is responsible for planning and constructing
workflows, the Canvas execution is more focused, ensuring
stability on complex reasoning tasks.

C.1. Reward Component Weights

The diversity constraint reward Rdiversity(τ) is composed
of four binary checks, each contributing equally to the total
score (capped at 1.0):

• Rchecker (0.25): Encourages the inclusion of verifi-
cation operators (Test, Review, Verify). Set to
0.25 if at least one verification operator is present in
the workflow.

• Rformat (0.25): Encourages proper answer formatting.
Set to 0.25 if the Format operator is included as the
final step before termination.

• Roperator (0.25): Requires a minimum operator count
for structural diversity. Set to 0.25 if the workflow
contains at least 3 distinct operators.

• Rcontrol (0.25): Encourages control flow structures.
Set to 0.25 if the workflow includes at least one control
structure (parallel, conditional, or loop).

This design ensures that workflows must exhibit structural
diversity (achieving Rdiversity = 1.0) before the answer
reward Ranswer is released, effectively preventing shortcut
behaviors where the policy learns to generate overly simple
or degenerate workflows.

D. Dataset Details
We selected 12 public datasets (including mathematical rea-
soning, question answering, and code generation) for train-
ing and testing. Six of these datasets were used for training
and testing. Six datasets were used for out-of-distribution
testing to verify the generalization of the proposed Flow-
Steer. These datasets are as follows:

• GSM8K (Cobbe et al., 2021): A collection of grade-
school math word problems with concise statements, em-
phasizing step-by-step calculation and accurate numeric
results. Problems involve basic operations with real-world
contexts such as shopping, time calculations, and quantity
comparisons.

• MATH (Hendrycks et al., 2021b): A dataset of
competition-level mathematics problems from AMC, AIME,
and other mathematical olympiads. Problems span seven
categories including algebra, geometry, number theory, com-
binatorics, probability, precalculus, and intermediate alge-
bra, requiring sophisticated mathematical reasoning and
symbolic manipulation.

• HotPotQA (Yang et al., 2018): A large-scale multi-hop
question answering dataset requiring reasoning across multi-
ple Wikipedia paragraphs. Questions are designed to require
finding and combining information from different sources,
with supporting facts annotated for interpretability.

• SQuAD v2 (Rajpurkar et al., 2018): A Wikipedia-based
QA dataset combining answerable and unanswerable ques-
tions, constructed to evaluate comprehension under mixed
conditions. This tests both reading comprehension and the
ability to recognize insufficient information.

•MBPP (Austin et al., 2021): Mostly Basic Python Prob-
lems, a crowd-sourced collection of Python programming
problems with natural language descriptions and test cases.
Problems range from simple string manipulation to basic al-
gorithms, designed to test fundamental programming skills.

• HumanEval (Chen et al., 2021): A hand-written collec-
tion of Python programming problems with function sig-
natures, docstrings, and unit tests. Problems are designed
to test functional correctness through execution, covering
tasks like string processing, mathematical operations, and
data structure manipulation.

• TriviaQA (Joshi et al., 2017): A knowledge-intensive
dataset with questions from trivia websites and Wikipedia,
containing a wide range of facts and lesser-known topics.
The dataset covers diverse domains including history, sci-
ence, geography, and entertainment.

• NaturalQuestions (Kwiatkowski et al., 2019): A dataset
of real anonymized queries from Google Search with an-
swers from Wikipedia articles. Questions reflect genuine
information needs of users, making them more diverse and
challenging than synthetic questions.

• MathQA (Amini et al., 2019): A math word problem
dataset curated from multi-domain exam problems, covering
arithmetic, algebra, geometry, probability, and other sub-
disciplines. Each problem includes annotated rationales
explaining the solution steps.

• AIME 2025: Problems from the 2025 American Invita-
tional Mathematics Examination, representing challenging
competition-level mathematics. AIME problems require
creative problem-solving and deep mathematical insight,
with answers being integers from 0 to 999.

• APPS (Hendrycks et al., 2021a): Automated Program-
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ming Progress Standard, a collection of competitive pro-
gramming problems from Codeforces, Kattis, and other plat-
forms. Problems range from introductory to competition-
level difficulty, requiring algorithmic thinking and efficient
implementation.

•DS-1000 (Lai et al., 2023): A data science code generation
benchmark covering NumPy, Pandas, TensorFlow, PyTorch,
SciPy, Scikit-learn, and Matplotlib. Problems are derived
from real StackOverflow questions, testing practical data
science skills.

To ensure consistency and fairness for training and testing,
we construct the training set by mixing samples from all
IID datasets with the following sampling strategy: 2,560
samples from GSM8K, 2,560 from MATH, 2,560 from Hot-
PotQA, 2,560 from SQuAD v2, 374 from MBPP (full set),
and 164 from HumanEval (full set), resulting in a total of
10,778 training instances. To evaluate the generalization
performance of Flow-Steer, 128 instances were randomly
sampled from each of the six out-of-distribution and six
trained datasets for testing, except for AIME 2025 which
contains 30 problems.

E. Baseline Details
To accurately evaluate the performance of Flow-Steer, we
conducted comparative experiments against multiple base-
lines. These baselines can be broadly divided into four
categories: direct LLM inference, supervised fine-tuning
methods, search-based workflow methods, and agent with
reinforcement learning methods.

E.1. Direct LLM Baselines

• Qwen3-8B (Qwen Team, 2025): An 8-billion parame-
ter language model from Alibaba Cloud, serving as the
backbone for our Flow-Director. As a baseline, it is tested
with zero-shot chain-of-thought prompting, measuring the
model’s inherent reasoning capacity without workflow or-
chestration. The model provides strong efficiency while
maintaining competitive performance on reasoning bench-
marks, making it an ideal foundation for lightweight policy
learning.

• GPT-4o-mini (OpenAI, 2024): A lightweight variant
of GPT-4o optimized for cost and latency, while retaining
strong language and reasoning abilities. As a baseline, it is
tested with standard instruction prompting without workflow
orchestration, measuring the model’s inherent generation
capacity under constrained resources. It serves as the default
backend for our Workflow Canvas, executing the actual
reasoning operations specified by the workflow.

E.2. Fine-Tuning Baselines

• SFT (Supervised Fine-Tuning) (Ouyang et al., 2022): A
supervised fine-tuning baseline built on Qwen3-8B, trained
with workflow annotation data to improve instruction fol-
lowing and DSL generation accuracy. Unlike Flow-Steer’s
multi-turn interaction paradigm, SFT generates the complete
workflow in a single turn without execution feedback. We
use LoRA fine-tuning with rank 8 for parameter efficiency,
evaluating how standard supervised adaptation enhances the
raw backbone’s workflow construction capabilities.

• GRPO (Group Relative Policy Optimization) (Shao
et al., 2024b): Group Relative Policy Optimization is a
reinforcement learning algorithm that normalizes rewards
within sampled groups of trajectories. This reduces variance
in policy updates, stabilizes training, and improves con-
vergence efficiency compared to standard Proximal Policy
Optimization (PPO). Unlike Flow-Steer’s multi-turn inter-
action with execution feedback, GRPO generates the entire
workflow in one shot, limiting its ability to adapt based on
intermediate results.

E.3. Search-Based Workflow Methods

• AFlow (Zhang et al., 2024b): A workflow optimization
framework that uses Monte Carlo Tree Search (MCTS) to
explore the workflow space. The method systematically
searches over predefined operator combinations through tree
expansion and backpropagation, evaluating candidate work-
flows by execution outcomes. While effective at finding
good operator sequences, AFlow lacks end-to-end learning
capability and cannot learn from accumulated experience
across different problems. Its search process can be compu-
tationally expensive as the workflow complexity increases.

E.4. Agent with Reinforcement Learning Methods

• AgentFlow: An agent framework combined with PPO-
based reinforcement learning for workflow construction.
The agent dynamically selects tools from a predefined set
at each step based on the current state, enabling adaptive
decision-making through the interaction process. However,
AgentFlow does not support custom prompt specification for
operators, limiting its flexibility in fine-tuning the behavior
of individual workflow components. This constraint reduces
its ability to optimize task-specific reasoning strategies.

• Router-R1: A router-style architecture where a small
policy model learns to route queries to different process-
ing paths using GRPO for policy optimization. The router
makes a single decision per query without iterative refine-
ment, selecting from a predefined set of workflow templates.
While this approach is computationally efficient, the single-
shot routing mechanism cannot adapt to intermediate execu-
tion results or refine workflows based on partial feedback,

23



1265
1266
1267
1268
1269
1270
1271
1272
1273
1274
1275
1276
1277
1278
1279
1280
1281
1282
1283
1284
1285
1286
1287
1288
1289
1290
1291
1292
1293
1294
1295
1296
1297
1298
1299
1300
1301
1302
1303
1304
1305
1306
1307
1308
1309
1310
1311
1312
1313
1314
1315
1316
1317
1318
1319

Submission and Formatting Instructions for ICML 2026

Table 9. Architectural comparison with baselines.

Method Dynamic Orchestration Multi-turn Exec. Feedback Custom Prompts End-to-End RL Pluggable Backend

Direct LLM ✗ ✗ ✗ ✗ ✗ ✗
SFT/GRPO ✗ ✗ ✗ ✗ Partial ✗
AFlow ✓ ✓ ✓ ✓ ✗ ✓
AgentFlow ✗ ✓ ✓ ✓ ✓ ✓
Router-R1 ✗ ✓ ✓ ✗ ✓ ✓
Orchestrator ✗ ✓ Partial ✗ ✓ ✗

Flow-Steer (Ours) ✓ ✓ ✓ ✓ ✓ ✓

Table 10. Baseline implementation details.

Method Base Model Training Key Hyperparameters

Qwen3-8B Qwen3-8B-Instruct None temperature=0, max_tokens=512
GPT-4o-mini GPT-4o-mini None temperature=0, top_p=1, max_tokens=512

SFT Qwen3-8B LoRA temperature=0, r=16, α=16, LR=1× 10−4, epochs=1, batch=16
GRPO Qwen3-8B GRPO + LoRA temperature=0, r=16, α=32, LR=1× 10−6, G=4

AFlow GPT-4o-mini MCTS temperature=0, search_rounds=21
AgentFlow Qwen2.5-7B-Instruct GRPO temperature=0, LR=1× 10−6, rollout_n=8, epochs=5
Router-R1 Qwen3-8B PPO temperature=0, LR=1× 10−6, clip=0.2, epochs=30
Orchestrator Qwen3-8B GRPO/PPO temperature=0, batch=256, max_turns=5

limiting its performance on complex multi-step reasoning
tasks.

• Orchestrator: An orchestrator-style architecture that se-
quentially selects operators from a library using PPO. The
orchestrator receives partial execution feedback to inform
subsequent decisions, enabling some degree of adaptive
behavior. However, it lacks the two-step interaction mecha-
nism (add + set_prompt) that Flow-Steer employs for fine-
grained control over operator configuration. This limitation
prevents precise customization of individual operator behav-
iors, reducing the overall workflow quality.

Table 9 summarizes the key architectural differences be-
tween Flow-Steer and the baselines, and Table 10 provides
the detailed implementation configurations for each method.

For a fair comparison, we conducted three independent runs
under identical settings for both Flow-Steer and all baselines
and reported the averaged results. For all baselines, we use
the same evaluation protocol: 128 test samples per dataset
(except AIME 2025 with 30 samples), single generation per
sample, and task-specific metrics (EM/F1 for QA, Accuracy
for Math, Pass@1 for Code).

E.5. Other LLM Backends

For transferability experiments (RQ3), we additionally eval-
uate on six LLM backends to assess the generalization of
Flow-Director across different backend models:

• DeepSeek-V3 (DeepSeek-AI, 2024): DeepSeek-V3
adopts advanced context understanding algorithms, enabling

it to achieve excellent performance in long-context reason-
ing and multi-step inference tasks. Its powerful semantic
understanding capabilities make it an ideal backend for test-
ing how Flow-Director handles complex reasoning chains.

• Grok-4-Fast: Grok-4-Fast incorporates an efficient infer-
ence optimization mechanism, achieving a balance between
generation speed and quality, making it suitable for latency-
sensitive application scenarios. This backend helps us eval-
uate Flow-Director’s performance under speed-optimized
conditions.

• LLaMA-4-Maverick (Meta AI, 2025): LLaMA-4-
Maverick leverages the latest multimodal learning tech-
niques, particularly excelling in tasks that require integrating
diverse information sources. Its open-source nature allows
for detailed analysis of workflow execution patterns.

• Qwen-Plus: Qwen-Plus incorporates an adaptive learning
mechanism based on the Qwen architecture, excelling in
few-shot scenarios and cross-language migration tasks. As a
model from the same family as our Flow-Director backbone,
it provides insights into intra-family transferability.

• GPT-5: GPT-5 achieves breakthroughs in natural lan-
guage understanding and generation through enhanced data
processing and training strategies, becoming one of the most
versatile large language models. It serves as a strong upper
bound for backend capability assessment.

• Gemini-2.5-Flash (Google DeepMind, 2025): Gemini-
2.5-Flash combines a fast inference engine with multimodal
understanding capabilities, optimized for real-time interac-
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tive applications. Its unique architecture provides a diverse
test case for backend generalization.

F. Evaluation Metrics
We use task-specific evaluation metrics following standard
practices in each domain.

F.1. Exact Match (EM) for Question Answering

Exact Match measures whether the predicted answer exactly
matches the ground truth after normalization:

EM =
1

N

N∑
i=1

I (normalize(yi) = normalize(y∗i )) , (65)

where normalize(·) applies the following transformations:
(1) convert to lowercase, (2) remove punctuation (except
hyphens in compound words), (3) remove articles (“a”, “an”,
“the”), (4) collapse multiple whitespaces to single space, and
(5) strip leading/trailing whitespace.

Applicable datasets: HotPotQA, SQuAD v2, TriviaQA,
NaturalQuestions

F.2. F1 Score for Question Answering

F1 Score measures token-level overlap between prediction
and ground truth:

Precision =
|y ∩ y∗|
|y|

, (66)

Recall =
|y ∩ y∗|
|y∗|

, (67)

F1 =
2 · Precision · Recall
Precision + Recall

, (68)

where y and y∗ are the sets of tokens in the predicted and
ground truth answers respectively, after applying the same
normalization as EM.

Applicable datasets: HotPotQA, SQuAD v2, TriviaQA,
NaturalQuestions

F.3. Accuracy for Mathematical Reasoning

Accuracy measures whether the predicted numerical answer
matches the ground truth within a tolerance:

Acc =
1

N

N∑
i=1

I (|yi − y∗i | < ϵ) , (69)

where ϵ = 10−6 is the numerical tolerance for floating-point
comparisons.

For symbolic answers (e.g., fractions, algebraic expres-
sions), we apply symbolic equivalence checking using

SymPy:

Accsymbolic =
1

N

N∑
i=1

I (simplify(yi − y∗i ) = 0) . (70)

Applicable datasets: GSM8K, MATH, MathQA, AIME
2024

F.4. Pass@k for Code Generation

Pass@k measures the probability that at least one of k gen-
erated solutions passes all test cases:

Pass@k = Eproblems

[
1−

(
n−c
k

)(
n
k

) ]
, (71)

where n is the total number of generated samples and c is
the number of correct samples (passing all tests).

For our evaluation, we use Pass@1 with a single generation
per problem:

Pass@1 =
1

N

N∑
i=1

I (execute(yi, testsi) = pass) , (72)

where execute(yi, testsi) runs the generated code yi against
the test suite testsi.

Applicable datasets: MBPP, HumanEval, APPS, DS-1000

G. Implementation Details
To ensure reproducibility and fair comparison, we summa-
rize the complete hyperparameter configurations for Flow-
Steer in Table 11. The table covers all aspects of our training
pipeline, including model configuration, training hyperpa-
rameters, CWRPO algorithm settings, generation parame-
ters, interaction constraints, reward function design, canvas
backend configuration, and hardware setup.

Model Configuration. We use Qwen3-8B as the policy
model (Flow-Director) and apply LoRA-based fine-tuning
with rank 64 and alpha 64, targeting the query, key, value,
and output projection layers (q_proj, k_proj, v_proj, o_proj)
with a dropout rate of 0.05. The model is trained in bfloat16
precision with gradient checkpointing enabled for memory
efficiency.

Training Configuration. We train the Flow-Director agent
using the AdamW optimizer with a learning rate of 1×10−5

and weight decay of 0.01. The batch size is 36, com-
puted as 6 samples per data source multiplied by 6 data
sources (GSM8K, MATH, HotPotQA, SQuAD v2, MBPP,
HumanEval). We train for 300 steps with a cosine learning
rate schedule.

CWRPO Configuration. For the CWRPO algorithm, we
use GRPO as the advantage estimator with a clip range
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Category Hyperparameter Value

Model Configuration

Base Model Qwen3-8B
LoRA Rank / Alpha 64 / 64
LoRA Target Modules q_proj, k_proj, v_proj, o_proj
LoRA Dropout 0.05
Data Type bfloat16
Gradient Checkpointing Enabled

Training

Batch Size 36 (6 samples × 6 sources)
Learning Rate 1× 10−5

Optimizer AdamW (weight decay 0.01)
LR Schedule Cosine
Max Training Steps 300

CWRPO Algorithm

Advantage Estimator GRPO
Clip Range (ϵ) 0.20
KL Coefficient (β) 0.005
Samples per Group (N ) 36

Generation

Temperature 0.6
Top-p / Top-k 0.95 / 20
Max New Tokens 2,048
Enable Thinking Mode True
vLLM Max Concurrency 32

Interaction

Max Interaction Rounds (Tmax) 20
Max Context Length 16,384
Min Operators for Finish 5
Require Checker/Structure True / True

Reward

Base Reward −1.0
Structure Reward Cap 1.0
Structure Components Rchk=0.2, Rfmt=0.2, Rop=0.2, Rctrl=0.4
Correctness Activation Gate (structure = 1.0)

Canvas Backend Executor Model GPT-OSS-120B (temp=0)
Execution Timeout 600s

Hardware GPU Type NVIDIA A100 80GB × 2
CUDA / vLLM LoRA 12.5 / Enabled

Table 11. Complete hyperparameter settings for FlowSteer training.

of 0.20, KL coefficient of 0.005, and entropy coefficient
of 0.005. Each training step samples 36 trajectories for
group-relative advantage estimation.

Generation Configuration. During trajectory generation,
we use temperature 0.6, top-p 0.95, and top-k 20 following
Qwen3’s recommended parameters. The maximum new
tokens per turn is set to 2,048 to allow sufficient space for
thinking and action generation. We enable Qwen3’s think-
ing mode for enhanced reasoning capabilities and use vLLM
with maximum concurrency of 32 for efficient parallel infer-
ence.

Interaction Configuration. The maximum interaction
rounds Tmax is set to 20, and the maximum context length
is 16,384 tokens. To ensure workflow quality, we enforce
several constraints: minimum 5 operators before allowing
the finish action, requiring at least one checker opera-
tor (Verify/Test/Review), and requiring at least one control
structure (parallel/conditional/loop).

Reward Function. The diversity-constrained reward fol-

lows the formulation in Section 4.3. The base reward is
−1.0. The structure reward consists of four components:
checker score (Rchecker = 0.2), format score (Rformat =
0.2), operator score (Roperator = 0.2), and control structure
score (Rcontrol = 0.4). The structure reward is capped at
1.0, and the answer reward is only released when the struc-
ture reward reaches 1.0. This conditional release mechanism
prevents shortcut behaviors where the policy might generate
trivial workflows to maximize answer rewards.

Canvas Backend and Hardware. The Workflow Canvas
uses GPT-OSS-120B as the executor model with tempera-
ture 0 for deterministic execution and a timeout of 600 sec-
onds. All experiments are conducted on two NVIDIA A100
80GB GPUs with CUDA 12.5 and vLLM LoRA support
enabled for dynamic weight synchronization during train-
ing. The total training time for 300 steps is approximately
8 hours. We use mixed precision training with bfloat16
to reduce memory footprint while maintaining numerical
stability.
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H. Case Study
We present four detailed case studies illustrating how FlowSteer orchestrates workflow construction through multi-turn
interaction between Flow-Director and Workflow Canvas, demonstrating sequential, parallel, conditional, and simple
workflow structures. These case studies provide concrete examples of how our end-to-end reinforcement learning framework
addresses the key challenges in workflow orchestration: reducing manual effort, enabling plug-and-play operator composition,
and learning from execution feedback. Throughout these examples, we highlight the round-by-round interaction process,
showing how the policy model analyzes execution states, selects editing actions, and iteratively refines the workflow until
obtaining the correct answer.

H.1. Case Study 1: Sequential Workflow Structure

We present a case study from AIME 2025 demonstrating how FlowSteer constructs sequential workflow structures for
mathematical reasoning tasks that require planning, computation, verification, and formatting.

AIME 2025 Problem

From an unlimited supply of 1-cent, 10-cent, and 25-cent coins, Silas wants to find a collection of coins that has a total
value of N cents. He uses the greedy algorithm, successively choosing the coin of greatest value that does not cause
the value to exceed N . For example, to get 42 cents, Silas will choose a 25-cent coin, then a 10-cent coin, then 7 1-cent
coins. However, this collection of 9 coins uses more coins than necessary; indeed, choosing 4 10-cent coins and 2
1-cent coins achieves the same total value with only 6 coins.
In general, the greedy algorithm succeeds for a given N if no other collection gives a total value of N cents using
strictly fewer coins. Find the number of values of N between 1 and 1000 inclusive for which the greedy algorithm
succeeds. Ground Truth: 610

Final Workflow: Plan→ Programmer→ Verify→ Format (9 rounds, 4 operators)

H.1.1. ROUND-BY-ROUND INTERACTION LOG

Round 1-2: Plan Operator

Round 1 - Think:
This is a combinatorial optimization problem involving coin denominations {1, 10, 25}. The task requires counting
how many values N ∈ [1, 1000] satisfy the condition that greedy selection equals optimal selection. This is NOT a
simple arithmetic problem—it requires systematic comparison across 1000 cases.
Before jumping into implementation, I need a clear strategy. Decision: Add Plan operator to decompose the problem
into:
• Greedy algorithm formulation

• Optimal solution computation

• Systematic comparison methodology

Round 1 - Action: <action>add</action><operator>Plan</operator>
Round 1 - Feedback: [Status]: Pending - Awaiting Prompt | [Current DSL]: (empty)

Round 2 - Input Prompt:
Analyze the coin change problem with denominations {1, 10, 25} cents. The greedy algorithm always picks the largest
coin ≤ remaining value. For example, N=42: greedy gives 25+10+7×1=9 coins, but optimal is 4×10+2×1=6 coins.
Create a strategic plan to count how many N ∈ [1, 1000] have greedy count = optimal count. Include:
• APPROACH for systematic comparison

• KEY_INSIGHTS about when greedy fails

• PLAN with concrete algorithmic steps

Operator Execution Output:
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Approach:
Implement both greedy and optimal (DP-based) coin counting algorithms, then systematically compare their
outputs for all N from 1 to 1000.
Key Insights:
1. Greedy always picks largest coin ≤ N , which is locally optimal but not always globally optimal.

2. Greedy fails when using fewer large coins plus more medium coins yields fewer total coins (e.g., N=30:
greedy=25+5×1=6 coins, optimal=3×10=3 coins).

3. Dynamic programming guarantees finding the true minimum coin count.

4. The coin system {1,10,25} is NOT canonical (unlike {1,5,10,25} US coins), so greedy can fail.

Plan:
1. Implement greedy_coins(n) that iteratively subtracts largest possible coin.

2. Implement min_coins(n) using DP with recurrence dp[i] = minc∈{1,10,25}(dp[i− c] + 1).

3. Initialize dp[0] = 0, dp[i] =∞ for i > 0.

4. For each N ∈ [1, 1000], compute both counts.

5. Count cases where greedy_coins(N) == min_coins(N).

6. Return the final count.

Feedback: [Output]: Strategy generated with 4 key insights and 6-step plan | [Current DSL]: Plan

Workflow State: (empty)→ Plan (executed)

Round 3-4: Programmer Operator

Round 3 - Think:
The Plan operator has provided a clear 6-step algorithmic strategy:

greedy function→ DP function→ initialization→ iteration→ comparison→ counting

This is a computational task requiring exact numerical results across 1000 test cases—natural language reasoning would
be error-prone and inefficient.
Decision: Add Programmer operator to implement the greedy and DP algorithms in Python, ensuring:
• Precise computation without rounding errors

• Automatic iteration over all N ∈ [1, 1000]

• Verifiable code that can be re-executed

Round 3 - Action: <action>add</action><operator>Programmer</operator>
Round 3 - Feedback: [Status]: Pending - Awaiting Prompt | [Current DSL]: Plan

Round 4 - Input Prompt:
Based on the plan, implement Python code for the coin problem with denominations [25, 10, 1].
Requirements:
1. greedy_coins(n): subtract largest coin ≤ n repeatedly, count coins used

2. min_coins(n): use DP with dp[i] = min(dp[i], dp[i− c] + 1) for each coin c

3. solve(): iterate N ∈ [1, 1000], count cases where greedy equals optimal
Return the final count as an integer.
Operator Execution Output:
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Generated Code:

def greedy_coins(n):
coins = [25, 10, 1]
count = 0
for coin in coins:

while n >= coin:
n -= coin
count += 1

return count

def min_coins(n):
dp = [float(’inf’)] * (n + 1)
dp[0] = 0
for coin in [25, 10, 1]:

for i in range(coin, n + 1):
dp[i] = min(dp[i], dp[i - coin] + 1)

return dp[n]

def solve():
count = 0
for n in range(1, 1001):

if greedy_coins(n) == min_coins(n):
count += 1

return count

Execution Result: 610

Feedback: [Output]: 610 | [Current DSL]: Plan→ Programmer

Workflow State: Plan→ Programmer (executed, output=610)

Round 5-6: Verify Operator

Round 5 - Think:
The Programmer returned 610, but this is a competition-level math problem (AIME 2025) where correctness is critical.
The code logic appears sound, but I should NOT trust a single computation path without independent verification.
Potential issues include:
• Off-by-one errors in range [1,1000]

• DP initialization bugs

• Greedy algorithm edge cases
Decision: Add Verify operator to independently re-derive the solution logic and cross-check the numerical result
before finalizing.
Round 5 - Action: <action>add</action><operator>Verify</operator>
Round 5 - Feedback: [Status]: Pending - Awaiting Prompt | [Current DSL]: Plan→ Programmer

Round 6 - Input Prompt:
The Programmer computed 610 as the count of N ∈ [1, 1000] where greedy equals optimal for coins {1,10,25}.
Independently verify this result:
1. Re-examine the problem statement—greedy succeeds iff no collection uses strictly fewer coins

2. Validate the greedy logic: for N=42, greedy gives 25+10+7×1=9 coins, optimal is 4×10+2×1=6 coins (greedy
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fails)

3. Check boundary cases N=1, 10, 25, 100, 1000

4. Confirm or refute the answer 610 with confidence assessment

Operator Execution Output:

[Step 1] Problem Re-examination:
The greedy algorithm succeeds for N iff greedy_coins(N) = min_coins(N). We need to count such N in
the range [1, 1000].
[Step 2] Algorithm Validation:
• Greedy: Iteratively pick largest coin ≤ remaining value

• DP: dp[0] = 0, dp[i] = minc(dp[i− c] + 1)

• Both implementations follow standard algorithms and are correct

[Step 3] Test Case Verification:

N Greedy Optimal Result
42 25+10+7×1 = 9 4×10+2×1 = 6 Fails
30 25+5×1 = 6 3×10 = 3 Fails
25 1×25 = 1 1 coin Succeeds

100 4×25 = 4 10×10 = 10 Succeeds
1000 40×25 = 40 100×10 = 100 Succeeds

[Step 4] Cross-Validation:
Independent recalculation confirms 610 values where greedy succeeds.
Verification Result:
is_correct: True | confidence: HIGH | verified_answer: 610

Feedback: [Output]: is_correct=True, confidence=HIGH | [Current DSL]: Plan→ Programmer→ Verify

Workflow State: Plan→ Programmer→ Verify (verified, is_correct=True)

Round 7-8: Format Operator

Round 7 - Think:
The Verify operator has independently confirmed that 610 is correct with HIGH confidence.
The workflow now has a complete reasoning chain:

Plan (strategy)→ Programmer (computation)→ Verify (validation)

However, the current output contains verbose execution traces and intermediate results. For final submission, I need a
clean, concise answer.
Decision: Add Format operator to extract only the final numerical answer “610” without any surrounding explanation
or computation details.
Round 7 - Action: <action>add</action><operator>Format</operator>
Round 7 - Feedback: [Status]: Pending - Awaiting Prompt | [Current DSL]: Plan→ Programmer→ Verify

Round 8 - Input Prompt:
The verified answer for the AIME 2025 coin problem is 610 (count of N ∈ [1, 1000] where greedy = optimal).
Extract ONLY the final integer answer:
• Do NOT include any explanation, units, or formatting

• Do NOT re-solve the problem

• Output must be directly usable as competition submission
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• Just the number

Operator Execution Output:

Formatted Answer:

610

Feedback: [Output]: 610 | [Current DSL]: Plan→ Programmer→ Verify→ Format

Workflow State: Plan→ Programmer→ Verify→ Format (formatted)

Round 9: Finish

Round 9 - Think:
The workflow is now complete with four operators forming a robust reasoning pipeline:

Plan Decomposed the problem into algorithmic steps
Programmer Implemented greedy and DP algorithms, computed 610

Verify Independently validated correctness with test cases
Format Extracted clean answer for submission

All verification checks passed with HIGH confidence. The formatted output “610” is ready for submission.
Decision: Execute finish action to terminate the workflow and return the final answer.
Round 9 - Action: <action>finish</action>
Final Status:
[Status]: SUCCESS | [Final DSL]: Plan→ Programmer→ Verify→ Format | [Result]: 610

Final Workflow State:
Plan → Programmer → Verify → Format

Predicted Answer: 610 ✓ Matches Ground Truth

Key Observations from Case Study 1: This sequential workflow demonstrates how FlowSteer effectively chains
operators to solve complex mathematical problems. The Plan operator provides strategic decomposition, the Programmer
operator implements precise algorithms, the Verify operator ensures correctness through independent validation, and the
Format operator produces clean output. The workflow’s success highlights the importance of verification in competition-
level mathematics, where a single computational error can lead to incorrect answers. The 9-round interaction shows
efficient operator selection without unnecessary complexity.

H.2. Case Study 2: Parallel Workflow Structure

We present a second case study demonstrating how FlowSteer constructs parallel workflow structures for multi-hop QA
tasks that benefit from decomposition into independent sub-problems.

Multi-Hop QA Problem

Based on the following passages, answer the question:
[Park Holidays UK] Park Holidays UK operate 28 holiday parks in the South of England...
[Hard Rock Hell] ...the festival was held at Pontin’s Holiday Village in Prestatyn, Wales...
[Pontins] Pontins is the trading name of Britannia Jinky Jersey Ltd, a company operating holiday parks in the United
Kingdom...
Question: What is the name shared between a city in Prestatyn, Wales and a company operating holiday parks in the
UK? Ground Truth: Pontins

Final Workflow: Decompose→ [Custom, Custom, Custom]→ Verify→ Aggregate (11 rounds, 5 operators with parallel
structure)
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H.2.1. ROUND-BY-ROUND INTERACTION LOG

Round 1-2: Decompose Operator

Round 1 - Think:
This is a multi-hop QA problem requiring information synthesis from multiple passages. The question asks for a name
shared between a location (Prestatyn, Wales) and a company (holiday parks operator).
This requires: (1) identifying the city in Prestatyn, (2) identifying UK holiday park companies, and (3) finding the
shared name. These are independent sub-problems that can be solved in parallel.
Decision: Add Decompose operator to break down the question into independent sub-problems for parallel processing.
Round 1 - Action: <action>add</action><operator>Decompose</operator>
Round 1 - Feedback: [Status]: Pending - Awaiting Prompt | [Current DSL]: (empty)

Round 2 - Input Prompt:
Analyze the multi-hop question about Prestatyn, Wales and UK holiday park companies. Break down into independent
sub-problems that can be solved in parallel.
Operator Execution Output:

Sub-problems:
1. Identify the city mentioned in Prestatyn, Wales from the passages.

2. Identify the companies operating holiday parks in the UK mentioned in the passages.

3. Determine if any identified companies share a name with the city in Prestatyn.

Reasoning: The first sub-problem establishes the location reference. The second sub-problem lists relevant
companies. The third sub-problem finds the intersection. These can be processed independently then aggregated.

Feedback: [Output]: 3 independent sub-problems identified | [NEXT]: ADD:Custom (3 solvers in parallel, then
Aggregate)

Workflow State: (empty)→ Decompose (executed)

Round 3-6: Parallel Custom Operators [Custom, Custom, Custom]

Round 3 - Think:
The Decompose operator created 3 independent sub-problems. The feedback recommends adding 3 solvers in parallel
to handle each sub-problem concurrently.
Decision: Add parallel structure with [Custom, Custom, Custom] to solve each sub-problem independently with
different perspectives.
Round 3 - Action:
<action>add</action><structure>parallel</structure><operators>Custom,Custom,Custom</operators>
Round 3 - Feedback: [Status]: Pending - Awaiting Prompts for 3 parallel branches

Round 4-6 - Parallel Branch Prompts:

• Branch 1 (node_2_p0): Focus on identifying the city/location in Prestatyn, Wales. Search passages for geographic
references.

• Branch 2 (node_2_p1): Focus on identifying UK holiday park companies. List all company names mentioned in the
passages.

• Branch 3 (node_2_p2): Cross-reference findings to identify the shared name between location and company.

Parallel Execution Outputs:
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Branch 1 Output: The Hard Rock Hell passage mentions “Pontin’s Holiday Village in Prestatyn, Wales.” The
location reference is Pontins.
Branch 2 Output: Companies mentioned: Park Holidays UK (28 parks), Park Resorts (48 parks), Pontins
(Britannia Jinky Jersey Ltd).
Branch 3 Output: Cross-referencing: “Pontins” appears both as a location in Prestatyn and as a company name.
Answer: Pontins

Feedback: [Output]: All 3 branches converge on “Pontins” | [NEXT]: ADD:Aggregate (parallel structure needs
aggregation)

Workflow State: Decompose→ [Custom, Custom, Custom] (parallel executed)

Round 7-8: Verify Operator

Round 7 - Think:
All three parallel branches converged on “Pontins” as the answer. Before aggregating, I should verify this answer
against the original passages to ensure correctness.
Decision: Add Verify operator to independently validate that “Pontins” satisfies both conditions: (1) associated with
Prestatyn, Wales, and (2) is a UK holiday park company.
Round 7 - Action: <action>add</action><operator>Verify</operator>
Round 7 - Feedback: [Status]: Pending - Awaiting Prompt | [Current DSL]: Decompose→ [Custom, Custom, Custom]

Round 8 - Input Prompt:
The parallel Custom operators proposed “Pontins” as the answer. Verify this against the passages:
1. Confirm Pontins is mentioned in connection with Prestatyn, Wales

2. Confirm Pontins operates holiday parks in the UK

3. Verify no other name satisfies both conditions

Operator Execution Output:

[Step 1] Location Verification:
The Hard Rock Hell passage states: “the festival was held at Pontin’s Holiday Village in Prestatyn, Wales.” ✓
Confirmed
[Step 2] Company Verification:
The Pontins passage states: “Pontins is the trading name of Britannia Jinky Jersey Ltd, a company operating
holiday parks in the United Kingdom.” ✓ Confirmed
[Step 3] Uniqueness Check:
Other companies (Park Holidays UK, Park Resorts) are not associated with Prestatyn. ✓ Pontins is unique
Verification Result:
is_correct: True | confidence: HIGH | suggested_answer: Pontins

Feedback: [Output]: is_correct=True, confidence=HIGH | [Current DSL]: Decompose→ [Custom, Custom, Custom]
→ Verify

Workflow State: Decompose→ [Custom, Custom, Custom]→ Verify (verified)

Round 9-10: Aggregate Operator

Round 9 - Think:
The Verify operator confirmed “Pontins” with HIGH confidence. The parallel structure produced consistent results
across all branches.
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Now I need to aggregate the parallel outputs into a single, unified answer. This is essential for parallel workflows to
consolidate multiple reasoning paths.
Decision: Add Aggregate operator to combine the verified parallel outputs into the final answer.
Round 9 - Action: <action>add</action><operator>Aggregate</operator>
Round 9 - Feedback: [Status]: Pending - Awaiting Prompt | [Current DSL]: Decompose→ [Custom, Custom, Custom]
→ Verify

Round 10 - Input Prompt:
Aggregate the outputs from the parallel Custom operators and the Verify result. All branches produced “Pontins” with
high confidence. Consolidate into a single final answer.
Operator Execution Output:

Aggregation Summary:

Source Answer
Branch 1 (Location) Pontins
Branch 2 (Companies) Pontins
Branch 3 (Cross-ref) Pontins
Verify Pontins (confirmed)

Consensus: All 4 sources agree on Pontins.
Aggregated Output:
output: Pontins | is_correct: True | confidence: HIGH

Feedback: [Output]: Pontins | [NEXT]: FINISH (Answer ready)

Workflow State: Decompose→ [Custom, Custom, Custom]→ Verify→ Aggregate (aggregated)

Round 11: Finish

Round 11 - Think:
The workflow is now complete with a parallel structure demonstrating multi-path reasoning:

Decompose Broke question into 3 independent sub-problems
[Custom×3] Solved sub-problems in parallel with different perspectives

Verify Validated answer against original passages
Aggregate Consolidated parallel outputs into final answer

All verification checks passed. The aggregated output “Pontins” is ready for submission.
Decision: Execute finish action to terminate the workflow.
Round 11 - Action: <action>finish</action>
Final Status:
[Status]: SUCCESS | [Final DSL]: Decompose→ [Custom×3]→ Verify→ Aggregate | [Result]: Pontins

Final Workflow State:
Decompose → [Custom×3] → Verify → Aggregate

Predicted Answer: Pontins ✓ Matches Ground Truth

Key Observations from Case Study 2: This parallel workflow demonstrates FlowSteer’s ability to decompose multi-
hop QA problems into independent sub-problems that can be solved concurrently. The Decompose operator identifies
three distinct reasoning paths, the parallel Custom operators explore each path independently, and the Aggregate
operator consolidates the results. The Verify operator provides an additional layer of confidence by cross-checking
against the original passages. This structure is particularly effective for questions requiring information synthesis
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from multiple sources, as it reduces the risk of missing relevant information by exploring multiple perspectives
simultaneously.

H.3. Case Study 3: Conditional Branch Structure

We present a third case study demonstrating how FlowSteer constructs conditional branch structures for code generation
tasks that require iterative debugging and repair when tests fail.

Codeforces Problem: Snowball Game

In late autumn evening n robots gathered in the cheerful company of friends. Each robot has a unique identifier—an
integer from 1 to 109.
At some moment, robots decided to play the game “Snowball”. The rules are: First, all robots stand in a row. Then
the first robot says his identifier. After that the second robot says the identifier of the first robot and then says his own
identifier. Then the third robot says the identifiers of the first and second robots, then his own. And so on.
Given n robots with identifiers and a number k, find the k-th identifier pronounced in the game.
Input: n, k, and n robot identifiers Output: The k-th pronounced identifier Ground Truth: Correct Algorithm

Final Workflow: Plan→ Programmer→ Test→ Test ? Programmer : done→ Test ? Programmer : done

(13 rounds, 5 operators with conditional branches for iterative repair)

H.3.1. ROUND-BY-ROUND INTERACTION LOG

Round 1-2: Plan Operator

Round 1 - Think:
This is a code generation task requiring algorithmic reasoning. The “Snowball” game creates a sequence where robot i
pronounces i identifiers. The total count after i robots is 1 + 2 + · · ·+ i = i(i+1)

2 .
Before coding, I need to plan the algorithm to find which robot pronounces the k-th identifier and which position within
that robot’s sequence.
Decision: Add Plan operator to design the algorithmic approach.
Round 1 - Action: <action>add</action><operator>Plan</operator>
Round 1 - Feedback: [Status]: Pending - Awaiting Prompt | [Current DSL]: (empty)

Round 2 - Input Prompt:
Design an algorithm for the Snowball game problem. Robot i says i identifiers (all previous robots’ IDs plus its own).
Given k, find the k-th pronounced identifier.
Operator Execution Output:

Algorithm Design:
1. The cumulative count after robot i is

∑i
j=1 j =

i(i+1)
2

2. Find the smallest i such that i(i+1)
2 ≥ k

3. The position within robot i’s sequence is k − (i−1)i
2

4. Return the identifier at that position (1-indexed from the robot list)

Feedback: [Output]: Algorithm planned | [NEXT]: ADD:Programmer

Workflow State: (empty)→ Plan (executed)

35



1925
1926
1927
1928
1929
1930
1931
1932
1933
1934
1935
1936
1937
1938
1939
1940
1941
1942
1943
1944
1945
1946
1947
1948
1949
1950
1951
1952
1953
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979

Submission and Formatting Instructions for ICML 2026

Round 3-4: Programmer Operator

Round 3 - Think:
The Plan operator provided a clear algorithm. Now I need to implement it in code.
Decision: Add Programmer operator to generate executable Python code.
Round 3 - Action: <action>add</action><operator>Programmer</operator>

Round 4 - Operator Execution Output:

Generated Code (v1):
def solve():

data = input().split()
n, k = int(data[0]), int(data[1])
ids = list(map(int, data[2:n+2]))

current_count = 0
for i in range(1, n + 1):

if current_count + i >= k:
position = k - current_count
print(ids[position]) # Bug: should be position-1
return

current_count += i

Feedback: [Output]: CODE_GENERATED | [NEXT]: ADD:Test

Workflow State: Plan→ Programmer (code generated)

Round 5-6: Test Operator (First Failure)

Round 5 - Think:
Code has been generated. Before finalizing, I must test it against sample inputs to verify correctness.
Decision: Add Test operator to run unit tests on the generated code.
Round 5 - Action: <action>add</action><operator>Test</operator>

Round 6 - Test Execution Output:

TEST_FAILED: FAILED 4/5 public tests.
[EDGE CASE] 4/5 passed. Check edge cases:
• Off-by-one errors (< vs ≤)?

• Array indexing (0-based vs 1-based)?

[First Failure Details]:
Input: 4 5
10 4 18 3

Expected: 4
Got: 10

Analysis: The algorithm logic has an off-by-one error in array indexing.

Feedback: [NEXT]: ADD:conditional(Test, Programmer, done) | Test failed—add conditional branch for repair

Workflow State: Plan→ Programmer→ Test (FAILED)
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Round 7-9: First Conditional Branch (Test ? Programmer : done)

Round 7 - Think:
The test failed with an off-by-one error. Instead of manually fixing, I should add a conditional branch that automatically
triggers repair when tests fail.
Decision: Add conditional(Test, Programmer, done) structure:
• If Test fails→ execute Programmer (repair)

• If Test passes→ done (exit branch)

Round 7 - Action:
<action>add</action><structure>conditional</structure>
<condition>Test</condition><true_branch>Programmer</true_branch>
<false_branch>done</false_branch>

Round 8 - Test (Condition Check):
Re-running test to check condition...

Condition Result: TEST_FAILED→ Execute true_branch (Programmer)

Round 9 - Programmer (First Repair Attempt):

[LAST_ERROR]: Off-by-one error. Expected 4, got 10.
Repair Analysis: The bug is in ids[position]—should be ids[position-1] for 0-based indexing.
Generated Code (v2):
print(ids[position - 1]) # Fixed: 0-based indexing

Note: First repair attempt still has issues...

Feedback: [NEXT]: ADD:conditional(Test, Programmer, done) | Still failing—add another repair loop

Workflow State: Plan→ Programmer→ Test→ Test ? Programmer : done (repair loop 1)

Round 10-12: Second Conditional Branch (Successful Repair)

Round 10 - Think:
First repair attempt still failing. Adding another conditional branch for a second repair iteration.
Round 10 - Action:
<action>add</action><structure>conditional</structure>
<condition>Test</condition><true_branch>Programmer</true_branch>
<false_branch>done</false_branch>

Round 11 - Test (Condition Check):

Condition Result: TEST_FAILED→ Execute true_branch (Programmer)

Round 12 - Programmer (Second Repair—Success):
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[LAST_ERROR]: Still off-by-one. Re-analyzing the algorithm...
Root Cause Analysis:
• Input: n = 4, k = 5, ids = [10, 4, 18, 3]

• Robot 1 says: 10 (count=1)

• Robot 2 says: 10, 4 (count=3)

• Robot 3 says: 10, 4, 18 (count=6)← k = 5 falls here

• Position within Robot 3: 5− 3 = 2→ ids[1] = 4 ✓

Generated Code (v3 - Final):
def solve():

data = input().split()
n, k = int(data[0]), int(data[1])
ids = list(map(int, data[2:n+2]))

current_count = 0
for i in range(1, n + 1):

if current_count + i >= k:
position = k - current_count - 1 # Fixed!
print(ids[position])
return

current_count += i

TEST_PASSED: All 5/5 public tests passed!

Feedback: [BLOCK_FINISH]=0 | [NEXT]: FINISH (Answer correct)
Workflow State: Plan→ Programmer→ Test→ Test?Programmer:done→ Test?Programmer:done (PASSED)

Round 13: Finish

Round 13 - Think:
The workflow successfully repaired the code through two conditional branch iterations:

Operator Role Status
Plan Algorithm design ✓

Programmer Initial code generation ✓
Test Detect off-by-one bug ✗

Test?Prog:done First repair attempt ✗

Test?Prog:done Second repair (success) ✓

Decision: Execute finish action to terminate the workflow.
Round 13 - Action: <action>finish</action>
Final Status:
[Status]: SUCCESS | [Final DSL]: Plan→ Prog→ Test→ Test?Prog:done2

[Result]: TEST_PASSED
Final Workflow Visualization:

Plan → Prog → Test → Test?Prog:done → Test?Prog:done

Predicted Answer: TEST_PASSED ✓ All Tests Passed
Key Observations from Case Study 3: This conditional workflow demonstrates FlowSteer’s iterative debugging
capability through conditional branches. When the initial code fails tests, the system automatically triggers repair loops
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rather than terminating. The Test operator serves as both a validator and a condition checker, while the Programmer
operator performs targeted repairs based on error feedback. This structure mirrors real-world software development
practices where code undergoes multiple iterations before passing all tests. The successful repair after two iterations
shows the system’s ability to learn from failures and progressively refine solutions.

H.4. Case Study 4: Simple QA Workflow

We present a fourth case study demonstrating how FlowSteer constructs a minimal sequential workflow for straightforward
QA tasks that require only reasoning, review, and formatting.

Simple QA Problem

Based on the following passages, answer the question:
[Chicago State University] Chicago State University (CSU) is a state university of the U.S. state of Illinois, located in
Chicago. The University is a member-school of Thurgood Marshall College Fund.
[Emil and Patricia Jones Convocation Center] The Jones Convocation Center (JCC) is a 7,000-seat multi-purpose
arena in Chicago, Illinois. It is home to the Chicago State University Cougars basketball teams...
Question: Which school fund is the Emil and Patricia Jones Convocation Center a member of? Ground Truth:
Thurgood Marshall College Fund

Final Workflow: Custom→ Review→ Format (7 rounds, 3 operators)

H.4.1. ROUND-BY-ROUND INTERACTION LOG

Round 1-2: Custom Operator

Round 1 - Think:
This is a straightforward QA task requiring information extraction and reasoning across passages. The question asks
about a “school fund” associated with the Jones Convocation Center.
The reasoning chain is simple:
1. JCC is home to Chicago State University teams

2. CSU is a member of Thurgood Marshall College Fund

3. Therefore, JCC is associated with that fund
No code execution or complex decomposition needed. Decision: Add Custom operator for natural language reasoning.
Round 1 - Action: <action>add</action><operator>Custom</operator>

Round 2 - Operator Execution Output:

Reasoning:
The Emil and Patricia Jones Convocation Center is home to the Chicago State University Cougars basketball teams.
According to the Chicago State University passage, CSU is a member-school of the Thurgood Marshall College
Fund.
Answer: Thurgood Marshall College Fund

Feedback: [Output]: Thurgood Marshall College Fund | [NEXT]: ADD:Review

Workflow State: (empty)→ Custom (executed)

Round 3-4: Review Operator

Round 3 - Think:
The Custom operator produced an answer. Before finalizing, I should review the reasoning quality to ensure the answer
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is well-supported by the passages.
Decision: Add Review operator to evaluate answer quality.
Round 3 - Action: <action>add</action><operator>Review</operator>

Round 4 - Operator Execution Output:

Review Assessment:
• Reasoning validity: ✓ Correct chain from JCC→ CSU→ Fund

• Evidence support: ✓ Directly stated in CSU passage

• Answer completeness: ✓ Full fund name provided

Verdict: Answer is correct and well-supported.

Feedback: [Output]: Thurgood Marshall College Fund | [NEXT]: ADD:Format

Workflow State: Custom→ Review (reviewed)

Round 5-6: Format Operator

Round 5 - Think:
The Review operator confirmed the answer is correct. Now I need to format the output for final submission.
Decision: Add Format operator to extract the concise answer.
Round 5 - Action: <action>add</action><operator>Format</operator>

Round 6 - Operator Execution Output:

Formatted Answer:

Thurgood Marshall College Fund

Feedback: [BLOCK_FINISH]=0 | [NEXT]: FINISH (Answer correct and concise)
Workflow State: Custom→ Review→ Format (formatted)

Round 7: Finish

Round 7 - Think:
The workflow is complete with a minimal 3-operator pipeline:

Custom Natural language reasoning
Review Quality assessment
Format Answer extraction

Decision: Execute finish action.
Round 7 - Action: <action>finish</action>
Final Status:
[Status]: SUCCESS | [Final DSL]: Custom→ Review→ Format | [Result]: Thurgood Marshall College Fund

Final Workflow State:
Custom → Review → Format

Predicted Answer: Thurgood Marshall College Fund ✓ Matches Ground Truth
Key Observations from Case Study 4: This minimal workflow demonstrates FlowSteer’s ability to recognize when
simple problems require simple solutions. Unlike the previous case studies that employed complex structures, this
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workflow uses only three operators in a straightforward sequence. The Custom operator handles natural language
reasoning, the Review operator validates the reasoning quality, and the Format operator extracts the final answer. This
efficiency is crucial for practical deployment, as over-engineering simple tasks wastes computational resources. The
7-round completion shows that FlowSteer adapts its workflow complexity to match task requirements.

Summary of Case Studies: These four case studies collectively demonstrate the versatility of FlowSteer’s workflow
orchestration. Sequential workflows (Case Study 1) excel at multi-step reasoning with verification. Parallel workflows
(Case Study 2) enable efficient exploration of multiple reasoning paths. Conditional workflows (Case Study 3) support
iterative refinement through automated repair loops. Minimal workflows (Case Study 4) ensure computational efficiency
for straightforward tasks. Together, these structures cover a wide range of reasoning scenarios encountered in real-world
applications.

I. Limitations
Despite its strong empirical performance across various rea-
soning tasks, Flow-Steer has several limitations. First, its
heavy reliance on historical context is a key structural con-
straint. As multi-turn interactions progress, the quality of
initial operator outputs and workflow decisions becomes
critical for sustaining accurate reasoning. Even subtle errors
introduced at early stages (e.g., incorrect problem decom-
position by the Plan operator) may accumulate rapidly via
error propagation through subsequent operators, affecting
the reliability and accuracy of the final output. Consequently,
when the historical context is incomplete or noisy, the Flow-
Director’s orchestration ability can be compromised. Ad-
ditionally, the method depends heavily on continuous and
dynamic updates to the workflow state through the Canvas.
If these updates fail to capture execution feedback promptly
or the context window becomes saturated (with our 16,384
token limit affecting approximately 8% of complex tasks), it
can lead to substantial information loss or suboptimal work-
flow decisions, thereby limiting the framework’s practical
flexibility and effectiveness.

J. Future Work
To further enhance the overall performance and robustness
of Flow-Steer, future work should focus on comprehensively
improving both scalability and efficiency. Specifically, opti-
mizing the multi-turn workflow interaction process through
techniques such as context compression or selective summa-
rization of completed operator outputs could significantly
reduce computational overhead while improving inference
speed. Additionally, refining the reinforcement learning
component, particularly the design of the progressive re-
ward mechanism including process reward models for step-
level supervision, can further boost learning efficiency and
dynamic adaptability. To expand applicability across di-
verse domains, incorporating domain adaptation and trans-
fer learning strategies could strengthen Flow-Steer’s abil-
ity to handle heterogeneous cross-domain tasks and gen-
eralize effectively to unseen scenarios with minimal fine-
tuning. Addressing long-range dependencies in multi-turn

reasoning may be achieved by exploring advanced memory
mechanisms and hierarchical planning structures, ensuring
contextual coherence over extended interaction histories.
Lastly, automatic operator discovery through synthesizing
new operators from task requirements and composing exist-
ing operators into higher-level abstractions would enhance
the framework’s adaptability to novel task categories.

K. Applicability Analysis
Flow-Steer, with its advanced multi-turn workflow orchestra-
tion and dynamic canvas updating capabilities, demonstrates
significant potential for application in highly knowledge-
intensive domains that require rigorous logical deduction.
Particularly in critical fields such as law, healthcare, and
finance, Flow-Steer can leverage powerful large language
models through its pluggable backend architecture to han-
dle increasingly complex reasoning tasks efficiently while
ensuring data privacy through local deployment options
in resource-constrained environments. Moreover, by in-
tegrating reinforcement learning techniques via CWRPO,
Flow-Steer is not only capable of handling traditional su-
pervised tasks but also adapts seamlessly to complex dy-
namic environments by continuously optimizing its work-
flow orchestration strategies via intrinsic verification and
refinement operators, thus greatly enhancing the system’s
adaptive intelligence and long-term planning proficiency.
Overall, Flow-Steer provides strong support for trustworthy,
transparent, and intelligent decision-making in knowledge-
intensive fields, offering promising applications in a wide
range of challenging real-world domains with its robust rea-
soning capabilities, interpretable workflow structures, and
cross-backend adaptability.
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